MSc. Finance /CLEFIN
2017/2018 Edition

FINANCIAL ECONOMETRICS AND EMPIRICAL FINANCE
- MODULE 2

General Exam - October 2018
Time Allowed: 2 hours and 20 minutes

Please answer all the questions by writing your answers in the spaces provided.
There are two optional questions (7 and 8). No additional papers will be collected
and therefore they will not be marked. You always need to carefully justify your
answers and show your work. The exam is closed book, closed notes. No
calculators are useful or permitted. You can withdraw until 10 minutes before the
due time.

Question 1.A (10 points)

Describe in detail, also with reference to the examples that have been provided in the lectures,
the six stylized facts that are typically displayed by asset returns. Discuss how you would
proceed to test whether the unconditional distribution of asset returns is Gaussian. Make sure
to also mention the main reasons why the returns may deviate from a Gaussian distribution.

Debriefing



Question 1.B (4 points)

Ms. Granger, a junior analyst at Badcredit Bank, is trying to persuade her boss, Nic Dwarf, that
E[R;+1] = 11% is not incompatible with E.[R;,1] = —11%. Do you agree with her claim?
Support your answer by referring to the concept of conditional vs. unconditional distribution
and moments.

Debriefing



Question 1.C (3 points)

Mr. Dwarf has now assigned to Ms. Granger the task to analyze the features of the returns of an
emerging market stock index. In particular, he is convinced that the returns follow the process
Riiq = U+ 0441241, with z, 1 ~IID D(0,1). As a first step, Ms. Granger has decided to estimate
the correlogram of the series, which is reported below. On the basis of this evidence, do you
believe that Mr. Dwarf’s intuition about the process followed by the data is correct? Make sure
to clearly justify your answer.

Debriefing.

The model assumed by Mr. Dwarf implies zero autocorrelation between the returns. However,
this does not seem to be the case when we look at the correlogram. Indeed, the correlogram is
compatible with an ARMA model, but not with a white noise process.



Question 2.A (10 points)
Consider the following VMA(o0) representation of a VAR(1) model

Ye=p+ Z Ou, 4 +uy,
. i=1
where ©; = A} and A, is the matrix of the coefficients of the reduced form VAR(1). Can we
interpret the coefficients ®; as impact multipliers of the true, structural innovations? If not,
carefully explain why and discuss whether and under what conditions it is possible to retrieve
the impact multipliers to structural innovations from the OLS estimates of a VAR in its reduced
form. Finally, discuss which kind of information is entailed in a variance decomposition of
forecast errors and specify whether some identification scheme must be imposed in order to
retrieve such information.

Debriefing.
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Question 2.B (3 points)

Max Earlgrey, a senior economist at BundBank Inc,, is selecting the best VAR(p) model for a
vector of time series that includes 1-month, 1-, 5-, and 10-year US Treasury bond rates. On the
basis of a sample of 1,395 observations, he reports that a likelihood ratio test (LRT) of a VAR(1)
vs. a VAR(2) gives a test statistic of 203.72. In addition, Max has determined that the LRT of a
VAR(2) vs.a VAR(3) gives a test statistic of 38.56. Would Max be able to compute the (S)BIC for
a VAR(2) using the information reported? In the affirmative case, please show how, otherwise
clearly discuss why not and which additional information would he require.

Debriefing.
The formula for (S)BIC is the following
In|Z, ()| + % InT(N?p + N).

The number of observations (T) has been given to you in the text of the exercise and also N, the
number of variables in the system is known (they are 4). However, you are not able to extract
the value of ln|fu(2)| from the information that you were given. Therefore, in order to be able
to perform the computation, one of the following information is sufficient:

_In|E,(D)]

_ In|Z,(2)| (obviously)

_ In|Z,(3)| (obviously)

Question 2.C (4 points)

A younger colleague of Dr. Earlgrey, Miss Granger, pointedly suggests that they shall conduct a full
specification search, and produces the table below. Which is the model selected by each of the
three information criteria? Do they all lead to the selection of the same model and, if not, is this

plausible?
VAR Lag Order Selection Criteria
Endogenous variables: ONEMONTH ONEYEAR FIVEYEARS TENYEARS
Exogenous variables: C
Date: 10/11/18 Time: 17:43
Sample: 1/05/1990 12/30/2016
Included observations: 1395

Lag LogL LR AIC SC HQ

0 -4984.879 NA 7.152514 7167541  7.158133
1 6162.080 22214.01 -8.805849 -8.730715 -8.777757
2 6264.603 203.7234 -8929897 -8.794654 -8.879331
3 6284.063 3855692 -8934857 -8.739507 -8.861818
4 6299.304 30.11002 -8933769 -8.678310 -8.838256
5 6354.346 1084274 -8989743 -8.674177 -8.871756
6 6375.059  40.68298 -8.996500 -8.620826 -8.856039
7 6390.868 3096155 -8.996226 -8.560445 -8.833292
8 6406572 30.66431 -8.995802 -8499912 -8.810394
9 6419.565 2529749 -8.991491 -8435494 -8.783610
10 6443217 4591304 -9.002461 -8.386356 -8.772106
11 6460.887 34.20005 -9.004855 -8.328643 -8.752027
12 6473561 2445873 -9.000088 -8.263767 -8.724785
13 6490912  33.38322 -9.002024 -8.205596 -8.704248

14 6504.644 2634175 -8998773 -8.142236 -8.678523




Debriefing.

The exercise requires you to find the model that minimizes each of the three information
criteria. Namely, the AIC selects a VAR(11) model while both the SC and the HQ criterion select
a more parsimonious VAR(2) model. It is perfectly plausible that the three criteria lead to the
selection of different models, see slides below.

Question 3.A (9 points)

What is a spurious regression? Carefully define its causes and potential consequences for the
validity of results from standard econometric procedures. How would you go about detecting
the spurious nature of a regression? Suppose that one regresses a [(2) time series on a (1) time
series, would that cause a spurious regression problem? What are the remedies to avoid
spurious regressions?

Debriefing.



Question 3.B (3.5 points)

Deron Cleanington is quant analyst that monitors Italian rates. He knows for a fact that 3-month
T-bills (BoT) are I(1); however, he does not know much about 10-year note (BTp) rates. As a
way to familiarize with the data, Deron regresses 10-year rates on 3-month rates, finding (p-

values are in parenthesis):

2% = 0.562 + 0.8441™ + 1,
(0.000)  (0.000)

Additional checks based on a Philipps-Perron unit root test reveal that the null hypothesis
cannot be rejected both at a 5% and 1% test size. Deron concludes that both series contain a
unit root but they are not cointegrated and that as such, being spurious, the estimated
coefficients are invalid (biased and inconsistent). Do you agree with Deron’s conclusions? Make
sure to clearly justify your answer.

Debriefing.

Deron’s may be correct but we have no evidence to back both his claims. In fact, the evidence
provides is compatible with both:

_12%~I(1), so that both 2™ and !°" contain a unit root but the regression (which is also
a Engle-Granger’s univariate cointegration test) indicates the absence of cointegration in
the fact that the null of I(1) residuals cannot be rejected (here you needed to recall that a
Phillips-Perron’s test has a unit root null).



~I(0), so that the regression of on 2™ is simply an “unbalanced” regression

(another case of spurious regression) in which—Dby definition, because the sum of aI(0) and
a I(1) series is I(1)—the residuals are I(1), as indeed established by the failure to reject by
the PP test.

Yet, and in both cases, Deron is right when he claims that as result of the regression being either
spurious or unbalanced, the estimated coefficients are invalid (biased and inconsistent).

rtl oYy rtl oYy

Question 3.C (3.5 points)

Frank Tuvicci, a senior quant strategist at HappyHouse Hedge Fund, is having a heated
discussion with a new junior colleague of his, John Marrone, about the nature of the time-series
of US 1-month Treasury rates. Based on the evidence provided in Table 1, coming from a
standard ADF test including both a constant and a trend, Frank has concluded that the series is
[(0); however, John claims that relying on a KPSS test (for which results are reported in Table
2) he has failed to reject the null hypothesis and therefore that the series must be I(1). In
general, is it possible that different tests may lead to different conclusions about the integration
order of a series? In this specific case, based on the evidence displayed, do you think that both

the claims of Frank and John were reasonable? Make sure to clearly justify your answer.
TABLE 1
Null Hypothesis: ONEMONTH has a unit root
Exogenous: Constant, Linear Trend
Lag Length: 5 (Automatic - based on SIC, maxlag=23)

t-Statistic  Prob.*

Augmented Dickey-Fuller test statistic  -1.975860 0.6135

Test critical values: 1% level -3.964599
5% level -3.413017
10% level -3.128509

*MacKinnon (1996) one-sided p-values.
TABLE 2

Null Hypothesis: ONEMONTH is stationary
Exogenous: Constant, Linear Trend
Bandwidth: 30 (Newey-West automatic) using Bartlett kernel

LM-Stat.
Asymptotic critical values*: 1% level 0.216000
5% level 0.146000
10% level 0.119000
*Kwiatkowski-Phillips-Schmidt-Shin (1992, Table 1)
Residual variance (no correction) 2.292096
HAC corrected variance (Bartlett kernel) 65.75177




Debriefing.
Although in general ADF-type and KPSS tests are sufficiently different to occasionally contradict

each other, this is not the case. John is clearly making a mistake in interpreting the results of
the KPSS test that he conducted. Indeed, he is failing to recognize that the KPSS is conducted
under the null of (trend) stationarity. Therefore, John is rejecting the null of stationarity, which
is perfectly compatible with the conclusion by Frank, who is rejecting the null of the presence
of a unit root in the series.

Question 4.A (10 points)
What is a rolling variance forecast model? What type of ARMA model does it represent and what
random variables does it concern? Make sure to discuss the main pros and cons of this model.

Debriefing.
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Question 4.B (3 points)
Mlado Vizov an analyst at Peeled & Head Ass. has just made a simple mathematical observation
concerning a W-period rolling window variance estimator, atz+1|t(W), namely that

2 1 E v, 2 1 § T, 2 2
o1t (W) = W €ir1-r = €¢ T W—1 ) €r—r = € + g (W = 1).
= =

Therefore, he claims that a rolling window variance estimator is just a special case of a
RiskMetrics model, under the restriction that both the terms on the right-hand side are
multiplied by a unit coefficient. Do you agree with his claim? Carefully explain your reasoning.

Debriefing.
As you know, a RiskMetrics model is simply written as

Ut2+1|t =1 -MDet + Ao-tz|t—1'
However, note that the variance process on the left- and right-hand sides of the RiskMetrics are
the same: on the right we just have one lag of the process on the left. In the case pointed out by
Mlado, we have instead that the process on the left, a W-observation rolling window variance
estimator o/, ;). (W) is structurally different from the process on the right, of,_, (W — 1),a (W
-1)-observation rolling window variance estimator, which just uses less data. Therefore, we can
say that there is no restriction on RiskMetrics that can take us to a rolling window variance
process and as a result Mlado is wrong.

11



Question 4.C (4 points)

Mr. Manly Beverly is due to give a presentation on the process followed by the conditional
variance of the log-price returns on the 3-month futures on Wheat, traded on the Chicago
Mercantile Exchange. The audience is composed of homogeneous type of customers: risk
managers. Manly has obtained by ML methods consistent and asymptotically efficient estimates
for the parameters of an EGARCH(1,1) process such that & + # = 1.1. Moreover, also the point
estimate of the parameter 6 is positive. Therefore, he decides to advise risk managers to
purchase options to hedge long-run risks originated by the price of wheat as quickly as possible,
as an explosive variance process may justify a progressive increase in the price of long-term
options, which may make hedging progressively more expensive, for a given size of risks. Is
Manly’s advise a sensible one in the light of the parameter estimates that he has obtained?

Debriefing.

Manly’s concern is legitimate in the sense that an explosive conditional variance process would
imply a long-run, ergodic variance that diverges to infinity and therefore that option positions
set up to hedge increasingly distant maturity positions on wheat will become very expensive
(here recall that the price of both long puts and calls is monotone increasing in their variance).
However, his concern suffers from a flaw: the condition for stationarity of a EGARCH(1,1) is
NOT @ + 8 < 1! Such conditions are generally more complex than in the GARCH case and—
based on what we have said in the lecture—in the (1,1) case, they appear to only require that
f < 1, which may happily be satisfied in this case (i.e., we do not have enough information).
Therefore, Manly’s conclusion may be premature and ill-advised: he should study his
econometrics better, before making claims in public.

Question 5.A (10 points)

Define the statistical and economic nature of a EGARCH(p, q) model for conditional variance
under a constraint of weak stationarity. How can you keep the forecasts of the conditional
variance positive? What are in particular the reasons for the success of simple EGARCH(1,1)
models in empirical applications? How would an EGARCH model capture the presence of
(unconditional) skewness in typical time series of financial returns?

12



Debriefing.

As for the reference to skewness, as discussed in the lectures, when a conditional variance
model implies asymmetric, leverage effects, this means that large negative returns imply an
increase in conditional variance that exceeds the increase induced by large positive returns;
therefore negative returns may induce even larger negative returns (because variance is high)
and this will end up inflating the left tail of the unconditional distribution vs. the right tail, which
will translate in the presence of unconditional skewness.

Question 5.B (3 points)

Ms. Martina Kalvin is analyzing the series of US daily excess stock returns for along 1963-2016
sample. On the left, you can see the kernel density estimator of the standardized residuals from
a homoskedastic ARMA(2,1) model with Gaussian shocks; as a benchmark, the kernel density
estimator is compared to a N(0,1). On the right, you can see the kernel density estimator of the
standardized residuals from a ARMA(2,1)/ EGARCH(1,1) model with Gaussian shocks; as a
benchmark, the kernel density estimator is compared to a N(0,1). Martina does not specify
whether she has estimated her model by MLE or QMLE.

13



Ms. Kelvin claims that moving from left to the right, the validity of the model records a
considerable improvement: do you agree and why? However, Martina reckons that the
ARMA(2,1)/ EGARCH(1,1) model with Gaussian shocks should be rejected: why would she
claim that? Assuming you agree with her, what do you think may cause the difficulties that
characterized the Gaussian ARMA(2,1)/EGARCH(1,1) model? Carefully motivate your replies.

Debriefing.
Probably it is trivial, but when moving from the left to the right panel, the improvements in the
quality of the fit provided by the model to the data are evident: on the left, the blue empirical
kernel density strongly departs from the Gaussian N(0,1) benchmark under which the
conditional mean model was estimated; on the right, the empirical kernel density of the
standardized residuals approaches, even though it remains visibly different to the N(0,1)
benchmark under which the ARMA(2,1)/EGARCH(1,1) model has been estimated. However,
whether or not the model can be rejected depends entirely on whether the model had been
estimated by either MLE or QMLE:
__if the model were estimated by MLE, then a rejection would be justified, because also
in the right panel there is a significant deviation of the empirical kernel from the
assumed N(0,1) distribution;
__if the model were estimated by QMLE, then a rejection would not be justified, because
the significant deviation of the empirical kernel from the assumed N(0,1) distribution in
the right panel is not only admissible, but even expected, given that the Gaussian
distribution for the shocks has been just assumed as an approximation.

Question 5.C (4 points)
Eventually, Martina has estimated a ARMA(2,1)/EGARCH(1,1) model with GED errors that

turns out to be as follows (standard errors are in parentheses):

R¢y1 = 0.074 + 0.042R +0053R —00336 + 0.022¢; + €
t+1 7 043y | 0173 E T (G )t (0019t (0 Gt T et

2
oty = ?o%gfg * (()0 %075

+ 0.011
Gt|t 1l (0.004) Gt|t L

+ ?0?;9001n0t|t_1 € 11D GED(0, 021 1. 1.530)

However, Martina has forgotten to label the following two pictures concerning the news impact
curve (NIC) derived from the estimated ARMA(2,1)/EGARCH(1,1) model and she no longer
remembers whether it is the left or the right plots that represents the NIC of the model above.
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Can you help her finding the appropriate NIC that refers to the model above? Carefully explain
what has guided your selection/answer and why the remaining plot is not plausibly derived
from a ARMA(2,1)/EGARCH(1,1) model. Martina is also confused as to whether her estimates
are either ML or QML. Can you help her? Make sure to justify your answer.

Debriefing.

The ARMA(2,1)/EGARCH(1,1) NIC is the rightmost one. We can detect that from the existence
of a kink induced by the appearance of the absolute value of the standardized error on the right-
hand side of the conditional variance model. As you will recall from your basic math courses,
the kink point occurs in correspondence to the change of sign of the absolute value, when the
function fails to be differentiable. The leftmost plot is everywhere differentiable and as such it
cannot represent the NIC from a EGARCH model. Finally, because the model has been estimated
assuming GED and not Gaussian errors, clearly the estimation methods must be full-
information maximum likelihood (MLE) and cannot be QML, that would incorrectly assume a
pseudo normal density for the errors.

Question 6.A (9 points)

Describe the theoretical justifications as well as the practical implementations of tests of the

forecasting validity of a conditional heteroscedasticity model based on the linear regression
€41 = @+ b6Zqy + i,

where e;,; is a white noise shock and 6t2+1|t are the one-step ahead conditional variance

forecasts derived from a given model. How would you estimate this linear model? Under what

circumstances the null that the model yields unbiased and efficient forecasts will be rejected?

Discuss whether you would also use the regression R-square to assess the validity of the

variance model. Make sure to clearly justify your answers.

Debriefing.
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Question 6.B (4.5 points)
Mikki Paranoich, an independent researcher, has estimated two models to predict the one-day
ahead variance of US aggregate excess stock returns. For two models, call them A and B, Mikki

has obtained the following results from a regression of squared residuals (from a MA(1) model
that has been pre-specified using Box-Jenkins analysis) on variance predictions, c?j’tﬂlt and

6§,t+1lt (estimated standard errors are reported in parantheses):

€2, = 0035,1% + ?023‘9% cerje 684 R? = 0.029,

Moreover, in the case of model A, a test of the joint null of @ = 0 and b = 1 using an F-test leads
to a rejection. Scatter plots of the squared residuals vs. variance predictions with a regression

16



line superimposed are as follows:

Which of the two models, if any, can be considered to be a valid prediction tool? Make sure to
clearly justify your answers.

Debriefing.
In the case of model A, we have:
0.434
th_, = 081" 1.545 < 2 = fail toreject null of a = 0
., 0549-1 : .
thoy = 3= —1.196 = |1.196| < 2 = fail toreject null of b = 1

Therefore, in this case the model fails to be rejected. Yet, despite the parametric structure of the
model is not rejected, the R-square in this case is largely disappointing. The left panel of the
picture shows an interesting phenomenon: in a non-negligible fraction of the sample, recorded
variance is large and exceeds 20 (careful, this is not a percentage!) but the model predicts a
variance of almost zero, which is a reason for concern; in a few cases, we also record the
opposite pattern: the recorded squared error is small and a below 1-2, but model A returns
predictions that exceed 5 or even 10, see the green circles in the copy of the figures below. These
regularities contribute to a rather small regression R-square.

<_ >

In the case of model B, we have:

17



—0.106

tE_, = 0038 2.762 = |2.762| > 2 = reject null of a = 0
. 1146-1 ,
th=q = 0027~ 6.448 »> 2 = reject null of b =1

Clearly, in this case to test the joint null of a = 0 and b = 1 using an F-test will lead to a rejection.
However, the R-square of this regression is not as low and disappointing as the one we have
gotten for model A, and corresponds to almost the maximum one may hope to get with this type
of data. This is qualitatively confirmed by the rightmost plot of the figure, in which high squared
residuals are always matched by non-zero a substantial variance predictions: when variance
will be high, the model will forecast that. However, remains visible and actually gets even
stronger (see orange circle) the second type of bias: in a considerable fraction of the sample,
the recorded squared error is small and a below 1-2, but model B returns predictions that
exceed 5 or even 10, which implies that a fraction of the time, mode B predicts a high variance

that fails to materialize in the data.

Question 6.C (2.5 points)

In the case of model B, Mikky proceeds then to look for ways to

predictive performance. He obtains the following evidence:

Correlogram of Standardized Residuals Squared

improve the model and its

Autocorrelation Partial Correlation AC PAC Q-Stat Prob

I 1 0.012 0.012 2.0284 0.154

I 2 0.013 0.013 4.4512 0.108
| I 3 0.003 0.003 4.5777 0.205
| I 4 0.006 0.006 5.0391 0.283
| I 5 0.005 0.005 5.3715 0.372
| 6 -0.009 -0.009 64624 0.373
| 7 -0.005 -0.005 6.7768 0.452
| I 8 0.007 0.007 7.3683 0.497
| I 9 0.008 0.008 8.146°9 0.519
| I 10 0.003 0.003 8.2723 0.602
| I 11 0.001 0.001 B8.3001 0.686
| 12 -0.009 -0.009 9.3877 0.670
| 13 -0.003 -0.003 9.5413 0.731
| 14 0.006 0.006 9.9991 0.762
| 15 -0.007 -0.007 10.644 0.777
| 16 -0.006 -0.005 11.066 0.805
| 17 -0.006 -0.005 11.488 0.830
| 18 -0.006 -0.006 11.927 0.851
| 19 0.003 0.003 12.058 0.883
| 20 -0.012 -0.012 14.030 0.829

18



Heteroskedasticity Test: ARCH

F-statistic 0.708403 Prob, F{15.13563) 0.7786

Ohs®* R=sopuared 10.63025 Prob, Chi-Square[15) 0.,7783

Test Equation:

Dependent Variable: WGT_RESID*2

Method: Least Sguares

Date: 06/10/18 Time: 12:28

Sample [adjusted): 1/21/1964 2/05/2016

Included observations: 13579 after adjustments

Variable Coeflicient stl. Error t-Statistic Proh.
[ 0977614 0.037462 2609627 0L.OD00

WOGT_RESID"2(-1) 0.011953 0.008586 1.392130 0.1639
WOGT_RESID"2(-2) 0.013269 0.008587 1.545238 0122
WGT_RESID2{-3) 0.002626 0.008588 0.305755 0.7598
WGT_RESID"2[-4] 0005673 0.008588 0660620 05089
WGT_RESID~2(-5) 0.004777 0.008588 0.556286 0.5780
WGT_RESID*2(-6] -0.009433 0.008588 -1.098376 D.2721
WGT_RESID*2{-7) -0.004B99 0.008588 -0.570402 05684
WGT_RESID"2(-8) 0.006865 0.008588 0.799391 0.4241
WGT_RESID*2(-9) 0.00739% 0.008588 0861054 0.3892
WGT_RESID*2(-10) 0.002875 0.008588 0.334799 D.7378
WGT_RESID*2{-11) 0.001457 0.008588 0.169673 D.B653
WGT_RESID*2{-12) -0.009217 0.008588 -1.073269 0.2832
WGT_RESID"2(-13) -0.003398 0.008588  -0.395663 0.6924
WGT_RESID2{-14) 0.006185 0.008587 0.720219 04714
WGT_RESID"2(-15) -0.006734 0.008587  -0.784227 04329

R-sqpuared 0.000783  Mean dependent var 1.007221

Adjusted R-sguared -0.000322 5D, dependent var 2.171752

Keep in mind that model B has been estimated assuming that the standardized shocks are
drawn from a t-Student distribution, which justifies the selection of benchmark in the kernel
density plot (third plot going clockwise). What is your advice to Mikki as to ways to improve
the predictive power of model B? Make sure to clearly justify your answer.

Debriefing.

In fact, it all looks rather good apart from one piece of evidence: the kernel density comparison
and especially the quantile-quantile plot reveal that the t-student inflates the tails of the
predicted density excessively given the tail thickness expressed by the data (also because the
estimated number of degrees of freedom, less than 8, appears to be really small). On the
contrary there is no evidence that any residual ARCH structure is left in the data or of
asymmetries that are not captured (see the kernel plot), even though further tests for
asymmetries using the LM principles or news impact curves might be explored. Finally, note
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that one piece of evidence is rather redundant and unhelpful—the histogram provides the
background to test for normality, but there is no presumption here that the data may come from
a Gaussian distribution.

OPTIONAL Question 7 (4 points)

Describe the structure of a BEKK (Baba-Engle-Kraft-Kroner) multivariate GARCH (p, g) model.
Make sure to illustrate its key advantages and disadvantages. How many parameters would you
need to estimate in the BEKK(1,1) case?

Debriefing.
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Question 8 (4 points)

One analyst working on your desk has been given the task to identify and estimate alternative
regimes in the dynamic relationship among monthly US excess equity returns, Japanese excess
equity returns, and the rate of change in the implied volatility of SPX options. The analyst has
reported the following estimation output (p-values are in parentheses).

How many regimes did he specify for this model? Are the regimes persistent? What is the
duration of each of the regimes? Does the past rate of growth of implied volatility forecast
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positive or negative excess US returns, and when? After taking such vector autoregressive
structure into account, is the correlation between shocks to US excess equity returns and the
rate of growth of implied volatility positive or negative, and when? Please justify your answers
with reference to the estimation outputs provided.

Debriefing.

The analyst has specified three Markov regimes (states), as one can see from the fact that the
estimated transition matrix is a 3x3 one. Only one regime, the second, is persistent, in the sense
that Pr(S;;1 = 2|S; = 2) = 0.814 > 0.5; the other two regimes are non persistent, in the sense
that Pr(S.,; =j|S; =j) < 0.5 forj=1 and 3. The durations of the three regimes are (1 -
0.397)1=1.658, (1-0.841)1=6.289, and (1 - 0.268)-1 = 1.366 months. Based on the p-values
reported, the past rate of growth of implied volatility forecasts negative excess US returns
(coefficients of -14.91 and -12.25, with zero p-values) in regimes 1 and 2, while the predictive
power is more doubtful in regime 3 (coefficient of -8.72, but with a p-value exceeding 0.10). Net
of the VAR effects, the correlation between shocks to US excess equity returns and the rate of
growth of implied volatility is negative and rather sizable in regimes 1 and 3 (correlations are -
0.15 and -0.34), and positive but smaller (0.10) in regime 2.
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