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Mock Question 3 (total 17 points, out of 50 from 3 questions)
Time Advised: 24 minutes (for this question)

Question 3.A (13 points)

Define a stochastic trend and indicate what is the relationship between a stochastic trend and a
random walk, with and without drift, for the special case of a I(1) process. For this case,
comment on (or show, as you deem most appropriate) the stationarity or lack thereof of a
random walk and explain why this may represent a problem in empirical work. Indicate how
would you proceed to make a I(d) time series, {y;}, with d > 2, stationary. Would the choice of
considering {y; — y;_4} instead of {y,} be an appropriate one? Make sure to carefully explain
your answers.

Debriefing:

Trends in Time Series

= The long-term forecast of y, will converge to the trend line, &t, so
that this type of model is said to be trend stationary

(2) Stochastic trends, which characterize all processes that can be

written as: = yo + 2“’ -
¥ ) i + Er .
»=JT =1 Stochastic trend: all series that can be written as
» Because yesr = yo+ pr+ 30 g+ gt s = gt 3+ e, presence of a .
stochastic trend, implies a random walk with drift: ¥4 =+ + 649 Y = Yo + pot + Zr'-

= Therefore a stochastic trend is not a RW, but it implies its presence
A RW is the non-stationary variant of AR[1) with p = ¢y and ¢, =1
= A determlnis:t trend also imp_lies the presence of a stochastic trend, o Varle] = 02 and g1 = yo + it + 5 _y €2 + 1+ €11 = 1+ 00+ €11
but stochastic trends may arise on their own = The series follows a random walk with drift process,
= Since all values of e, carry a coefficient of unity, the effect of each
shock on the intercept term is permanent, which is indeed the or more generally, g, contains a stochastic trend <= it can be decomposed as
intrinsic nature of a trend ) .
= [fshocks are never forgotten and time series have infinite memory e =t + pit =+ Z-;.
= both deterministic and stochastic trends are non-stationary, =1
denoted as lgd}, d=1 4 {
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The Random Walk Process
= The RW is the key (but not only) type of non-stationary process

+ While its conditional mean is well-defined, its unconditional mean
explodes: E[yis] = p+ Elve] + Eclers) =+ ¥
Etleas] = # 4 EtDeas-a] + Eileres] = 2+ EMias-a] + El€ras sl
== s+ (s=1)
Elve] = Eglvo + jur + S’_ul s]=vo +
so it depends on t and if there is no drift (= 0), then E [y, ]= B [Viad

+ Also unconditional variance depends on time and it explodes as t —«
r

'
Varly] = Var|vo + Y = | = “Varlz,] =107
L o ‘?_',' :| _ZT ‘ » A series {1} can be decomposed as iy,

trend+stochastic trend ) +stationary

where i follows any ARMA(p, ¢) stationary process.
Ihis expression is centered on the frst-differences of y,.

o All deterministic trends can be converted into stochastic trends, while the opposite is
ol true.

=trend + stationary component+noise=(deterministic

+ Also autocovariances and autocorrelations display pathological component4noise,

patterns: [ 5 i
Flle = 30)yess = 30)] e ] N As L —n, there is
1 L perfect memory, ¢ In large samples, the deterministie time trend induced by the drift component dom-
" i Corrlvy, viss] = 1 inates the time series, while in small samples it is not always easy to discern the
VITHE + s)o 1\ i difference between a driftless W and a model with drife.

[



Expectation of a Randow Walk:

LIfp=0

Elm] =
that is constant equal to the initial value,
decaving effects on the series,

Hp#0

Elw| = Eilw + pt + Z

o
=

vu] = Eeltpamt +erps] = Erlthioz + oy

[ees] = o+ E[Z]r, =m+ 3 Ele]=m

However, all stochastic shocks Lave non-

=

= it + it
1

tetpant] = .= Eyfu] 4 f‘o‘f‘L'r.J e
il

that is for any s = 2 the conditional mesns for all values of ¥4, are cquivalent and the

red loss fmction forecast of all future

current IJ_," s |]|" i 1 =5 1l
. i oL . values of the serics,
De-Trending a Series: Deterministic vs. Stochastic Wy 0 :
Definition (Deterministic De-Trending) De-trending entails regressing a Exftirea) = Exlan + plt + ) + z’r} o+ ps

variable on a deterministic (polynomial) function of time and sav-

ing the residuals, [":: },lhal_ come then o represent the new, de- thnt is the forecast function changes deter

trended series,

= [n trend-stationary case, de-trending is simply done by OLS
= For stochastic trends, consider the RW with drift process and take

Tml

eally with time,

. i o oa Expeetation of a driftless Random Walk (g = 0):
Yo T it TE L
I (a)
where the coefficients can be simply estimated by OLS. — . - 5
Varuy] = Varlw + Z:_, = Zl arles| = ta*

rml

the variance is time-dependent and therefore a RW is not covariance stationary

its first difference: Ay,.y = yiu — v = (u+ v+ 2e0) — Vi = i + 24 (b " ”
= The result is a white noise plus a constant intercept (the drift) Varl] = Varl + 3] = 3" Varle] = (t 4+ s)o?
= This approach is more general: ; L T
Definition (Unit Root Process and dth Order Integration) When a time #8:% % oo the varinee spproadics infinity:
serles process |y, | needs to be differenced d times before being (¢) Given that the mean is constant
reduced to the sum of constant terms plus a white noise process, ' i i
{¥.} is said to contain d unit roots or to be integrated of order d: El(ys = o) (ten — )] = E[D_ e - D e = E[Y_ ] =to*
we also write that y, ~ I(d). - -
(d)
Corrlye pns] = Eltwe = m)(shes — m0)] _ ta* _
dabidg W Varm|Var |y Wil + s)ar? t4
o Addrifthess BW meanders without exhibiting any tendency to increase or decrease,

xedd real number M. the random walk and its absolute will exceed

In fact, for any
A with probability | as the series lengthens.

s For sufficiently large samples. Corrlp. ges.] = L. but as s grows Corr{y. th]
declines below 1 = We cannot distingnish between a unit root process and a
statjonary process with an autoregressive coefficient that is elose to unity using

the ACF.

o The de-trended process ean then be moadeled nsing traditional methods

Unit Root Process and ith Order Integration: When o time series process {u,}
novds to be differenced o times bofore be rexlueed 1o the smn of constant terms plos
a white noise process, {p} is said 1o contain  unit roots or to be integrated of order
o we nlso write that g ~ F{d).

Example: BW with drift process.
Take its first-difference:

Ayl S thar — e =+ g + i) — 4 = i+ 60y
= white noise series plus a constant intereepr, It isa f{1) and it contains one unit root,

® Tf {ue } contains o unit roots, then {u} is nop-stationary, while the opposite does
not hold (eg explosive autoregressive process: gy, = g+ gy + £ ).

o Typically o = 1 is nsed to characterize non-stationarity becanse it describes ae-
curately many time serjes,

mit there are non-stationary

o All N} processes (with d > 0] are non-stationn
processes that do not fit the definition of unit vo
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Figure 4: De-trended and First-Differenced Series
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Figure 5 Sample ACF of De-trended and First-Differenced Series
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The answer to the last sub-point is negative because we know that A%y, # y, — y,_4, while A%y,
consists of taking a number of d of successive differences of the series under consideration, i.e.,

Az}’t = A(Ay,) A3}’t = A(AZYt)

Question 3.B (2.5 points)
An analyst at Charles Thomas and Associates has just downloaded the following series of data

on the quarterly US real GDP (in constant dollars, expressed as 2009 billions).
FRED ot = Real Gross Domestic Procuct

He has proposed to make this series stationary by first fitting (by simple OLS) a quadratic
function of time (shown as a dashed red line in the picture) and then replace the time series of
real GDP with the OLS residuals from such a quadratic trend regression. What are the risks that
the analysts is exposing himself and his firm to by adopting this simple procedure?

Debriefing:

As commented in the lectures, such a procedure does not really make an obviously trending,
non-stationary series any stationary when the series contains a stochastic unit root, which
should be tested as a first order of matter. The risks are that, because the adopted method is
ineffective, the residuals will be then treated as I(0) while they are in fact I(1) or worse.

Pitfalls in De-Trending Applications

= Serious damage—in a statistical sense—can be done when the
inappropriate method is used to eliminate a trend

(1) When a time series is I(d) but an attempt is made to remove its
stochastic trend by fitting deterministic time trend functions, the
OLS residuals will still contain one or more unit roots

o Deterministic de-trending does not remove the stochastic trends
b s de—trend _ t & _ g
» Forinstance: y, — V. =y, + ut+ Z_':] £ -0, -0t

o Even when u = §, the a a
Z[yll—0'|)+[p‘—01}f+zr IE.-
50

stochastic trend remains

e '_.m Autocorrelation Partial Correlation AC  PAC Q-Stat Prob
" a0 | — | | 0974 0974 95257 0.000
It 20 | — L 2 0946 -0.044 18529 0.000
L ) 10 | ] 3 0921 0.033 27068 0.000
15 ah J Lo | — ] 4 0895 -0040 35131 0.000
T | — « 5 0867 -0.030 42716 0.000
10 t [”Il 10 = | 6 0841 0.006 49856 0.000
i fi" | — | 7 0816 -0.001 5657.5 0.000
\ {1 \ — ] 8 0793 0.039 62929 0.000
o] W — 1 9 0.774 0061 68988 D.000
e Ty -'p'ﬂu“-' »{' 7‘.[#;9‘ [ b 10 0.757 0031 74793 0.000
| i W | (I — i 11 0739 -0,033 80329 0.000
1 (— ] | 12 0721 -0.001 ©561.116000

250 i) 750 10040




Question 3.C (1.5 points)

You know that a time series {y;} was originally suspected to be I(d) with d > 1. A fellow quant
analyst, Ms. Maria Delas, has then transformed it by differentiating three times, in the attempt
to make it stationary and delivered the series to you. Upon your own analysis, you determine
that the series contains now 2 unit roots in its MA component (i.e., the residuals need to be
differentiated twice for them to be “well-behaved”, that we may have called invertible). What
do you know about the d characterizing the original series?

Debriefing:
The original series was I(1): differentiating it three times—well more than what is needed—

“messes” it stochastic structure up, by creating two unit roots in its MA component. In short, if
d - 3 =-2,then it must have been d = 1.

Pitfalls in De-Trending Applications

(2) When a time series contains a deterministic trend but is other-
wise I(0), (trend-stationary) and an attempt is made to remove the
trend by differentiating the series d times, the resulting differentia-
ted series will contain d unit roots in its MA components

o It will therefore be not invertible 0 v (o \
o Differentiating a A=y -y .= [ ZO'JI' tE, |~ [ Z‘s}[f -1) +e
trend- stationary series, N0 /N /
creates new stochastic ~ _ ic?.[t‘: -1+ (e. &)
trends that are shifted = o

inside the shocks of the series

T 12
- Is”'_'“"'l“’“”_“”"‘"""'“"‘J ‘ Lk Autocorrelation Partial correlation AC PAC Q-Stat Prob
| — Incorrectly differenced series L q 8
v bl ke R 7 ‘ 1 =0460 -0.460 21208 0.000

2 =0075 0363 217.71 0.000

3 0036 -0.259 219.02 0000
4 0020 -0.176 21944 0.000
5 =0.025 =0.156 22005 0.000
6 0021 -0.100 22050 0.000
053 (

o

7 -0.005 -0 0.000
=0.030 =0, 144 0,000
9 =0.019 =0, 180 0000

11 =0.005 =0.076 22466 0.000
12 -0.042 =016 22651 0.000

250 s0n FEN 1000

Pitfalls in De-Trending Applications

o Even when the trend-stationary component is absent, if the time
series is [(0) butitis incorrectly differenced d times, the resulting
differentiated series will contain d unit roots in its MA components

= What if y,~I(d) but by mistake we differentiate it d + r times?

(3)a -- If r > 0, we are over-differencing the series, and as such (2)
applies, that is, the resulting over-differentiated series will contain r
unit roots in its MA components and will therefore be not invertible

(3)b -- If r < 0, we are not differencing the series enough and the
resulting series will still contain d - r and will remain nonstationary
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