A CENTRAL LIMIT PROBLEM FOR PARTIALLY EXCHANGEABLE RANDOM VARIABLES

Introduction

For every $n = 1, 2, \ldots$, let $\{X^{(n)}_{ij}; i = 1, 2, \ldots; j = 1, \ldots, n\}$ be an array (with infinitely many rows and $n$ columns) of partially exchangeable random variables, in the sense that the probability distribution of every finite subset of the array is invariant with respect to all finite permutations $\sigma_1, \ldots, \sigma_n$ acting on the first, ..., $n$th column, respectively. Then, for the $n$th array
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Consider the sequence of row sums

\[ S_{in} = \sum_{j=1}^{n} t_{ij}, \quad i = 1, 2, \ldots \]

The present paper deals with the following central limit problem:
- Which is the class of limit laws of \((S_{1n}, S_{2n}, \ldots)\) as \(n \to \infty\)?
- Under which conditions does \((S_{1n}, S_{2n}, \ldots)\) converge to a specified law?

The study of this problem is motivated by the need for reasonable justifications for the adoption of suitable models in the Bayesian analysis of those situations in which observable random quantities are viewed as sums of small effects of a great number of factors.

Section 4 in the present paper shows that, under suitable «negligibility» conditions, the class of limiting laws coincides with that of all exchangeable laws which are presentable as linear convex combinations of infinitely divisible distributions. In the same section, necessary and sufficient conditions for convergence to any specified element of that class are provided. Section 5 includes criteria for the remarkable limit type: mixture of Gaussian, Poisson, degenerate probability distributions. Section 6 considers the array of random variables

\[ g_{ij}^{(n)} = \frac{X_{ij}}{a_n}, \quad a_n > 0, \quad a_n \to +\infty, \]

when the \(X_{ij}\)'s \((i, j = 1, 2, \ldots)\) are assumed to be exchangeable. Under this assumption, the class of limiting laws can be characterized in terms of mixtures of stable laws.

The arguments used to prove the previous statements rely substantially on de Finetti’s representation theorem for partially exchangeable random variables (see Section 1) and on the Skorokhod method for representing weakly convergent sequences of probability measures by sequences of random elements which converge almost surely; see Section 3. In fact, the Skorokhod method is used to represent the conditional convolutions which appear in de Finetti’s representation of the law of \((S_{1n}, S_{2n}, \ldots)\) and, consequently, the method at issue allows one to resort to the central limit theorem for independent random variables.

Finally, in Section 7, it is shown that a few basic, well-known central limit theorems for sequences of exchangeable random variables (reviewed in [17]) can be obtained as simple corollaries of the main statements included in Sections 5–6 of the present paper. In particular, the deduction from the same statements of a central limit theorem for exchangeable random variables without moments, originally proved by Klas and Teicher [13], is worth noticing; see Subsection 7.4.

A unified method of deriving weak limit results (giving convergence to Gaussian and Poisson laws) for arrays of (partially) exchangeable random
variables, based on known results for arrays of martingales differences, is explained by Egleston in [4]. The connection between the exchangeable arrays and the martingales results is made by introducing conditions, expectation, given suitable families of $\sigma$-fields. Central limit theorems about sequences of exchangeability, given some specific system of $\sigma$-fields, are proved in [14] and [19]. However, these papers do not provide information about the choice of suitable $\sigma$-fields in order to obtain general, explicit answers to the central limit problem for (partially) exchangeable sums. Going back to the Egleston approach, it is worth noticing that this is applicable whether the number of the rows in the array be infinite or finite. On the other hand, the same approach generally yields sufficient — but not necessary — conditions for convergence.

1. Preliminaries and notation

The definition of infinitely divisible (i.d.) probability distribution function (p.d.f.) was introduced by de Finetti in connection with his pioneer investigations into processes with stationary independent increments: see [6]. A p.d.f. is called i.d. if for every integer $n$ there exists a p.d.f. $F_n$ whose $n$-fold convolution $(F_n)^n$ coincides with $F$ or, equivalently, if its Fourier-Stieltjes transform is the nth power of a characteristic function (c.f.) $\varphi_n$ for every $n$.

De Finetti [7] proved that the class of i.d. laws coincides with the class of distribution limits of finite convolutions of distributions of the Poisson type. Kolmogorov [12] and Lévy [15] provided more useful representations. Lévy's representation is general, but somewhat convoluted. Consequently, one generally refers to the following characterization due to [11]:

$$\varphi(t) = \exp\left\{ i\alpha t + \int_{\mathbb{R}} \left( e^{itz} - 1 - \frac{itz}{1 + z^2} \right) \frac{1 + z^2}{z^2} dG(z) \right\}, \quad t \in \mathbb{R}, \quad (1.1)$$

where the integrand is defined at $z = 0$ by continuity. $\alpha$ is a real number and $G$ — the Lévy-Khintchine spectral function — is a nondecreasing, right continuous function on the extended real line $\mathbb{R}$ with $G(-\infty) = 0$, $\lim_{x \to +\infty} G(x) = G(+\infty) < +\infty$. $\alpha$ uniquely determines $(\alpha, G)$. Usually the Lévy-Khintchine spectral function is defined on $\mathbb{R}$. Here one considers $G$ on $\mathbb{R}$ because of technical reasons arising in Section 3.

In the present paper one considers mixtures of i.d. c.f.'s with respect to (w.r.t.) the parameter $(\alpha, G)$ and then, in order to define the corresponding mixing probability measures, one introduces the following notation:

- $E$ for a metric space;
- $B(E)$ for the Borel class of $E$;
- $M(E)$ for the class of all finite measures on $B(E)$;
- $P(E)$ for the set of all probability measures on $B(E)$;
\[ D \] for the class of all bounded distribution functions (d.f.) \( D \) on the extended real line \( \mathbb{R} \).

Moreover, given \( \lambda \) in \( M(E) \), \( D_\lambda \) will denote the corresponding d.f. and, given \( D \) in \( D \), \( \lambda_D \) will denote the corresponding Lebesgue-Stieltjes measure.

Clearly, the spectral function \( n ) \) (1.1) belongs to the class \( A_0 \) of \( D \)'s \( D \) in \( D \) such that \( D(-\infty)=0 \) and \( \lim_{x\to\infty} D(x)=D(\infty) \).

A sequence \( (\lambda_n)_n \) in \( M(E) \) is called completely convergent to \( \lambda \) in \( M(E) \) if

\[
\int_E f d\lambda_n \to \int_E f d\lambda
\]  

(1.2)

for every \( f \) in the class \( C_b(E) \) of bounded continuous real-valued functions on \( E \). In particular, if \( \lambda_n \equiv \lambda \) and \( \lambda \) belongs to \( P(E) \), then complete convergence is usually called weak convergence of probability measures and one writes \( \lambda_n \Rightarrow \lambda \). Moreover, if \( X_n \) (\( n = 1,2, \ldots \)) and \( X \) are random elements from a measurable space \( (\Omega,F) \) into \( (E,B(E)) \), and if the probability distribution (p.d.) of \( X_n \) converges weakly to the p.d. of \( X \), then \( (X_n)_n \) is said to be convergent in law to \( X \) and one writes \( X_n \xrightarrow{\text{law}} X \).

A sequence \( (\mu_n)_n \) of probability measures is called relatively compact if each subsequence has a subsequence converging weakly to a probability measure. If \( E \) is Polish and \( (\mu_n)_n \) is relatively compact, then \( (\mu_n)_n \) is tight, that is: for every \( \varepsilon > 0 \) there exists a compact set \( K \subset E \) such that \( \mu_n(K) \geq 1 - \varepsilon \) for all \( n \). If \( E \) is any metric space and if \( \mu_n \) is tight, then \( (\mu_n)_n \) is relatively compact. These propositions will be referred to as Prokhorov's theorem; see [1, p. 37].

Finally, we quote the notion of partially exchangeable real-valued random variables (r.v.'s). For each positive integer \( n \), let

\[
\xi^{(n)} = \begin{pmatrix} 
\xi_1^{(n)} & \xi_2^{(n)} & \cdots & \xi_n^{(n)} \\
\xi_1^{(n)} & \xi_2^{(n)} & \cdots & \xi_n^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_1^{(n)} & \xi_2^{(n)} & \cdots & \xi_n^{(n)} 
\end{pmatrix} 
\]  

(1.3)

be an array of real r.v.'s on the probability space \( (\Omega,F,P) \), with \( n \) columns and an infinity of rows. According to the definition mentioned in introduction, the elements of (1.3) are said to be partially exchangeable (or (1.3) is said to be partially exchangeable) if, for all finite permutations \( \sigma_1, \sigma_2, \ldots, \sigma_n \), \( \xi^{(n)} \) and

\[
\xi^{(n)} := \begin{pmatrix} 
\xi_{\sigma_1(1)}^{(n)} & \xi_{\sigma_1(2)}^{(n)} & \cdots & \xi_{\sigma_1(n)}^{(n)} \\
\xi_{\sigma_2(2)}^{(n)} & \xi_{\sigma_2(3)}^{(n)} & \cdots & \xi_{\sigma_2(n)}^{(n)} \\
\vdots & \vdots & \ddots & \vdots \\
\xi_{\sigma_n(1)}^{(n)} & \xi_{\sigma_n(2)}^{(n)} & \cdots & \xi_{\sigma_n(n)}^{(n)} 
\end{pmatrix} 
\]
have the same p.d. This is the notion of partial exchangeability originally proposed by de Finetti [8]. Clearly, if $\xi^{(n)}$ is partially exchangeable, then each column is exchangeable.

By the same argument used to prove de Finetti's representation theorem for exchangeable r.v.'s (cf. (3.1) in [20] and Subsection 2.2 in [21]), one obtains that the elements of $\xi^{(n)}$ are partially exchangeable if, and only if, there exist a $\sigma$-algebra $\mathcal{G}^{(n)} \subset \mathcal{F}$ and a random vector $(F_1(\omega), \ldots, F_m(\omega))$ of random p.d.f.'s in $\mathcal{D}$ such that

$$F \left( \bigcap_{i=1}^{m} \{\xi_i \leq x_i, \ldots, \xi_i \leq x_i \} \right) = \prod_{i=1}^{m} \prod_{k=1}^{n} F_{ik}(x_{ik}, \omega) \quad (P.a.s.) \quad (1.4)$$

for every $(x_1, \ldots, x_m)$ in $\mathbb{R}^n$, $i = 1, \ldots, m$, $m = 1, 2, \ldots$.

It should be noted that the random vector $(F_1, \ldots, F_m)$ is unique P.a.s.; cf. (2.16) in [20]. Clearly, $\xi^{(n)}$ is exchangeable if, and only if, $F_{1m} = F_{1n} P.a.s.$ $(k = 2, \ldots, n)$.

2. Central limit problem for partially exchangeable r.v.'s

Define $(\xi^{(n)})_n$ to be a sequence of arrays of r.v.'s as in (1.3) and assume (H1). For each $n$, the elements of $\xi^{(n)}$ are partially exchangeable.

Hence, after putting

$$S_{kn} = \sum_{k=1}^{n} \xi_{ik}, \quad i = 1, 2, \ldots, n = 1, 2, \ldots,$$

the present paper deals with the central limit problem explained in Introduction. This setting can be motivated by paraphrasing Example 2.5 in [5] dealing with the p.d. of a numerical characteristic of some mass produced article, where such a characteristic is viewed as the sum of a real number and of a cumulative error due to a great number, say $n$, of factors, whose effects $\xi_{ik}$ on the $i$th article produced are negligible $(i = 1, 2, \ldots; k = 1, \ldots, n)$.

If articles are produced under similar environmental conditions and if the $n$ factors turn out to be distinguishable, then (H1) provides a suitable starting point for modeling the p.d. of $(S_{1n}, S_{2n}, \ldots)$. As far as the magnitude of each $\xi_{ik}$ is concerned, one has to make precise the concept of negligibility. Taking advantage of (H1) and, consequently, of (1.4), one introduces the following r.v.'s

$$M_n(\varepsilon) = M_n(\varepsilon, \omega) = \max_{1 \leq i \leq n} \varepsilon F_i((-\varepsilon, \varepsilon]), \quad \varepsilon > 0, \quad n = 1, 2, \ldots,$$

and one can consider the elements of $(\xi^{(n)})_n$ as negligible if

$$(H_2) \quad M_n(\varepsilon) \overset{P}{\to} 0, \quad \varepsilon > 0, \quad n \to +\infty,$$
where $\rightarrow$ denotes convergence in probability.

When the elements of $(\xi_n^\prime)$ satisfy $(H_1)$ and $(H_2)$, then they are called conditionally uniformly asymptotically negligible (conditionally u.a.n.).

If $(H_2)$ holds, then for each $\varepsilon > 0$ one can select a subsequence $n_k(\varepsilon)$ of $(n)$ such that

$$M_{n_k}(\varepsilon) \to 0, \quad k \to +\infty, \quad (P\text{-a.s.})$$

and there is $\Omega_1 \subset \Omega$ with $P(\Omega_1) = 1$ such that

$$M_{n_k(1/m)} \left( \frac{1}{m} \right) \to 0, \quad k \to +\infty,$$

for every $m = 1, 2, \ldots$ and for every $\omega \in \Omega_1$. Then, by the diagonal method, one can fix a strictly increasing sequence $\gamma_1, \gamma_2, \ldots$ of integers for which

$$\lim_{k \to +\infty} M_n \left( \frac{1}{m} \right) = 0, \quad m = 1, 2, \ldots, \quad \omega \in \Omega_1,$$

and, therefore,

$$\lim_{n \to +\infty} M_n(\varepsilon) = 0, \quad \varepsilon > 0, \quad \omega \in \Omega_1. \quad (2.1)$$

Remark. Condition $(H_2)$ and, consequently, $(2.1)$ are implied by

$$(K_2) \quad \max_{1 \leq k < n} P(|\xi_{nk}^\prime| > \varepsilon) = o \left( \frac{1}{d(n^2)} \right), \quad n \to +\infty, \quad \varepsilon > 0,$$

provided that $d(n)$ denotes the number of distinct elements in $(F_1, \ldots, F_n)$. Indeed, for every $x > 0$:

$$P(M_n(\varepsilon) > x) \leq \sum_i^{(n)} P(\lambda_{nk}^{(i)} \left( \frac{1-x}{\varepsilon} \right)^{k_n^{(i)}}) = o(1), \quad n \to +\infty, \quad \varepsilon > 0,$$

where the sum $\sum^{(n)}$ is extended to the $i$'s corresponding to distinct $F_k$'s.

Although more restrictive than $(H_2)$, condition $(K_2)$ may be of interest for statistical applications.

In order to state conditions under which $((S_1, S_2, \ldots))_n$ converges to a specified law, define, for every $\omega \in \Omega$ and $r > 0$,

$$\alpha_n(\omega) = \sum_{k=1}^{n} \left| m_{nk}(\omega) \right| + \int_{R} \frac{x}{1 + x^2} dF_{nk}(x, \omega), \quad \psi_n(\omega) = \sum_{k=1}^{n} \int_{(-\infty, x]} \frac{y^2}{1 + y^2} dF_{nk}(y, \omega), \quad (2.2)$$

where

$$m_{nk}(\omega) = \int_{|x| < r} zdF_{nk}(x, \omega), \quad F_{nk}(x, \omega) = F_{nk}(x + m_{nk}(\omega), \omega). \quad (2.3)$$
For each fixed \( r > 0 \) and positive integer \( n \), let \( \nu_n^{(r)} \) be the probability measure on \( B(\mathcal{R} \times M_n(\mathcal{R})) \) determined by
\[
\nu_n^{(r)}(A \times B) = P\left( (\lambda_n \nu_n^{(r)}) \in A, \lambda_n \in B \right)
\] (2.5)
for every \( A \) in \( B(\mathcal{R}) \) and \( B \) in \( B(M_n(\mathcal{R})) \), where \( M_n(\mathcal{R}) = \{ \lambda \in M(\mathcal{R}): \lambda(-\infty, +\infty) = 0 \} \).

3. A preliminary result

This section deals with the Skorokhod representation, mentioned in Introduction, concerning the sequences \((W_n)_n\) and \((W_n^{(1)})_n\), defined by
\[
W_n = \left( \alpha_n^{(r)}(\lambda_n \nu_n^{(r)}), \lambda_n \nu_n^{(r)}, \lambda_n \nu_n^{(r)}, \ldots, \lambda_n \nu_n^{(r)}, \delta_n \delta_n, \delta_n \delta_n, \ldots, M_n \left( \frac{1}{2} \right), M_n \left( \frac{1}{3} \right), \ldots \right),
\]
\[
W_n^{(1)} = \left( \lambda_n \nu_n^{(r)}, \lambda_n \nu_n^{(r)}, \lambda_n \nu_n^{(r)}, \delta_n \delta_n, \delta_n \delta_n, \ldots, M_n \left( \frac{1}{2} \right), M_n \left( \frac{1}{3} \right), \ldots \right),
\]
where \( \delta_n \) is the unit mass at \( n \) and \( \Gamma_n \) denotes the convolution \( F_n \ast \cdots \ast F_n \). Here, \( W_n \) is viewed as a random element from \((\Omega, \mathcal{F})\) into \((\mathcal{S}, \mathcal{B}(\mathcal{S}))\), with \( \mathcal{S} = \mathcal{R} \times M_0(\mathcal{R}) \times P(\mathcal{R})^{\infty} \times \mathbb{R}^{\infty} \) (\( M_0(\mathcal{R}) \) and \( P(\mathcal{R}) \) is the complete convergence topology) whilst \( W_n^{(1)} \) is viewed as a random element from \((\Omega, \mathcal{F})\) into \((\mathcal{S}^{(1)}, \mathcal{B}(\mathcal{S}^{(1)}))\) with \( \mathcal{S}^{(1)} = \mathcal{R}(\mathcal{R})^{\infty} \times \mathbb{R}^{\infty} \). In the following, \( Q_n \) and \( Q_n^{(1)} \) will denote the p.d.f.'s of \( W_n \) and \( W_n^{(1)} \), respectively.

Lemma 1. Assume that \((H_2)\) holds.

(i) If, for a fixed positive \( r \), \( (\nu_n^{(r)})_n \) converges weakly, then each subsequence of \( (Q_n)_n \) includes a subsequence \( (Q_n')_n \) such that \( Q_n' \Rightarrow Q \) and \( Q(\mathcal{R} \times M_0(\mathcal{R}) \times P(\mathcal{R}) \times (\delta_0)^{\infty} \times \{ 0 \}^{\infty}) = 1 \).

(ii) If \((S_n)_n \) converges in law, then each subsequence of \( (Q_n^{(1)})_n \) includes a subsequence \( (Q_n^{(1)'}(\lambda_n \nu_n^{(r)}))_n \), such that \( Q_n^{(1)'} \Rightarrow Q^{(1)} \) and \( Q^{(1)}(\mathcal{R}(\mathcal{R})^{\infty} \times (\delta_0)^{\infty} \times \{ 0 \}^{\infty}) = 1 \), where \( P_0(\mathcal{R}) = \{ \lambda \in P(\mathcal{R}): \lambda(-\infty, +\infty) = 0 \} \).

Proof. (i) Since \( (\nu_n^{(r)})_n \) converges weakly and \( P(\mathcal{R})^{\infty} \times \mathbb{R}^{\infty} \) is compact, \( (Q_n)_n \) turns out to be relatively compact. Then, in view of \((H_2)\), we can choose a subsequence \((n')_n \) such that both \( (Q_{n'}^{(r)})_n \) converges and
\[
\lim_{n' \to +\infty} M_{n'}(\epsilon) = 0 \quad (3.1)
\]
for every \( \epsilon > 0 \) and \( \omega \in \Omega_1 \) with \( P(\Omega_1) = 1 \). In its turn, (3.1) implies that \( (M_{n'}(\frac{1}{2}), M_{n'}(\frac{1}{3}), \ldots) \) converges to \((0, 0, \ldots)\) for every \( \omega \in \Omega_1 \) and \( \lambda_n \nu_n^{(r)} \Rightarrow \delta_0 \) \((\nu' \sim \delta_0, k = 1, 2, \ldots)\). Therefore the thesis follows from the convergence of \( \nu_n^{(r)} \).

(ii) \( P(\mathcal{R}) \) is compact in view of Theorem VIII.5(d) in [3]. Hence the sequence of probability measures defined by
\[
Q^{(1)}(A) = P(\lambda \nu, \in A), \quad A \in B(P(\mathcal{R})), \quad n = 1, 2, \ldots,
\]
is tight and, therefore, it includes a convergent subsequence \((Q^{(n)})_{\omega}\). Now from the convergence of \((S_{m})_{n}\), for each \(m = 1, 2, \ldots\), there is \(K_{m} \in \mathbb{R}\) with \(K_{m} \uparrow +\infty\) as \(m \to +\infty\) and

\[
\lim_{m} P(|S_{m}| > K_{m}) \leq \frac{1}{m}.
\]

On the other hand, if \(D_{\omega}^{(m)}(\eta) = Q^{(m)}\left\{(\mu \in P(\mathbb{R}) : \mu([K_{m}, K_{m}]) \leq \eta)\right\}
\]

for every \(\eta \in (0, 1)\)

\[
P(|S_{m}| > K_{m}) \geq \eta \left(1 - D_{\omega}^{(m)}(\eta)\right),
\]

\[
\lim_{m} \frac{1}{\eta} (1 - D_{\omega}^{(m)}(\eta)) \leq \frac{1}{m \eta}.
\]

Since the set

\[ C^{(m)}_{\omega} = \left\{ \mu \in P(\mathbb{R}) : \mu([-K_{m}, K_{m}]) \leq \eta \right\} \]

is closed and \(\bigcap_{m} C^{(m)}_{\omega}\) is included in \(C^{(\infty)}_{\omega} = \left\{ \mu \in P(\mathbb{R}) : \mu(-\infty, +\infty) \leq \eta \right\}\), from Theorem 2.1(iii) in [1],

\[ Q^{(2)}(C^{(m)}_{\omega}) \geq \lim_{m} Q^{(2)}(C^{(m)}_{\omega}) \]

and, by letting \(m \to +\infty\),

\[ Q^{(2)}(C^{(\infty)}_{\omega}) \geq 1 \quad \forall \eta \in (0, 1). \]

This shows that \(Q^{(2)}(P_{\mathbb{E}}(\mathbb{R})) = 1\). Now, from the same argument used to prove (i) there is a subsequence \((n')\) of \((n)\) such that

\[
(\lambda_{n'}, \ldots, \lambda_{n', m}, \ldots, \mathbb{E}_{n'}(\frac{1}{2}), \ldots) \rightarrow (\delta_{0}, 0, \ldots)
\]

and, therefore, the limit \(Q^{(1)}\) of \(Q^{(1)}(n)\) is concentrated on \(P_{\mathbb{E}}(\mathbb{R}) \times \{\delta_{0}\} \times \{0\}^{\infty}\). Lemma 1 is proved.

3.1. Skorokhod's representation for a convergent subsequence of \((W_{n})_{n}\). Let \((W_{n})_{n}\) be a convergent subsequence of \((W_{n})_{n}\) according to (i). Since \(\mathcal{S}\) is Polish, from the Skorokhod representation theorem (cf. [2, p. 6], one can determine a probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \tilde{P})\) and random elements on \(\tilde{\mathcal{S}}\), taking values in \(\mathbb{R} \times \mathbb{M}_{0}(\mathcal{B}) \times P(\mathbb{R}^{\infty} \times \mathbb{R})\):

\[
\tilde{W} = \left(\tilde{\alpha}, \tilde{\lambda}_{n}, \tilde{\varepsilon}_{1}, \tilde{\varepsilon}_{2}, \ldots, \tilde{\mathcal{M}}(\frac{1}{2}), \tilde{\mathcal{M}}(\frac{1}{3}), \ldots\right),
\]

\[
\tilde{W} = \left(\tilde{\alpha}_{0}, \tilde{\lambda}_{n_{0}}, \tilde{\varepsilon}_{1}, \tilde{\varepsilon}_{2}, \ldots, \tilde{\mathcal{M}}(\frac{1}{2}), \tilde{\mathcal{M}}(\frac{1}{3}), \ldots\right).
\]
which have respective p.d.'s \( Q \) and \( Q_{\omega} \) and satisfy
\[
\lim_{n' \to +\infty} \mathcal{W}_{n'}(\omega) = \mathcal{W}(\omega) \quad \text{(in the metric of } S) \quad (3.2)
\]
for every \( \omega \) in \( \Omega \). Indeed, consistently with the previous notation, one will denote the convolution \( \mathcal{Z}_{n'} \cdots \mathcal{Z}_{n} \) by \( \lambda_{n'} \). In view of the definition of \( Q_{\omega} \), the following statements hold, for each \( n' \), \( \tilde{P} \)-a.s.:
\[
\begin{align*}
\{ \mathcal{Z}_{n'}, \mathcal{Z}_{n'-1}, \ldots, \mathcal{Z}_{n}, \mathcal{Z}_{n'-2}, \mathcal{Z}_{n'-3}, \ldots \} & \in \mathcal{P}_{0}(\mathbb{R})^{\infty} \quad (3.3) \\
\mathcal{Z}_{n'} & = \lambda_{n'} \\
\mathcal{Z}_{n-k}^{(i)} & = \sum_{k=1}^{n} \mathcal{Z}_{m}^{(i)} + \int_{\mathbb{R}} \frac{x}{1 + x^2} \mathcal{Z}_{n-k}^{(i)}(dx) \\
\lambda_{n'}^{(i)} & = \lambda_{n}^{(i)}
\end{align*}
\]
with
\[
\begin{align*}
\mathcal{Z}_{n-k}^{(i)}(x) & = \int_{\mathbb{R}} z_{n-k}^{(i)}(dz) \\
\mathcal{Z}_{n-k}^{(i)}(\infty, x) & = \mathcal{Z}_{n-k}^{(i)}(-\infty, x) + \mathcal{Z}_{n-k}^{(i)}(\infty, x) + \mathcal{Z}_{n-k}^{(i)}(0, x) \\
\mathcal{Z}_{n-k}^{(i)}(\infty, x) & = \int_{\mathbb{R}} \frac{x^2}{1 + x^2} \mathcal{Z}_{n-k}^{(i)}(dy) \\
\mathcal{Z}_{n-k}^{(i)}(0, x) & = \mathcal{Z}_{n-k}^{(i)}(-\infty, x) + \mathcal{Z}_{n-k}^{(i)}(\infty, x) + \mathcal{Z}_{n-k}^{(i)}(0, x) \\
\mathcal{Z}_{n-k}^{(i)}(\infty, x) & = \max_{1 \leq i \leq n'} \mathcal{Z}_{n-k}^{(i)} \left( \frac{1}{k} \right) = 0, \quad n' \to \infty; \quad k = 2, 3, \ldots \quad (3.5) \\
\mathcal{Z}_{n-k}^{(i)} & = \mathcal{Z}_{k} = 0, \quad i = 1, 2, \ldots \quad (3.6)
\end{align*}
\]
and, from (2.1):
\[
\mathcal{Z}_{n-k}^{(i)} \to 0, \quad n' \to \infty; \quad k = 2, 3, \ldots 
\]
Moreover from (3.5):
\[
\max_{1 \leq i \leq n'} \mathcal{Z}_{n-k}^{(i)} \left( \frac{1}{k} \right) \to 0, \quad n' \to \infty, \quad \varepsilon > 0 \quad (3.7)
\]
holds \( \tilde{P} \)-a.s. In other words, p.d.'s \( \mathcal{Z}_{n-k} \) are u.a.n., \( \tilde{P} \)-a.s. Now, in view of (3.2), (3.3) and (3.7) the conditions of the general version of the central limit theorem, for independent summands, hold \( \tilde{P} \)-a.s.; cf. [16, p. 321, A 2*]. Hence, \( \tilde{L} \in \mathcal{P}_{0}(\mathbb{R}) \) \( \tilde{P} \)-a.s. and
\[
\int_{\mathbb{R}} e^{i t} \mathcal{Z}(dz) = h(t; \tilde{\alpha}, \tilde{\varphi}), \quad t \in \mathbb{R}, \quad (3.8)
\]
with
\[ h(t; \tilde{\alpha}, \tilde{\psi}) = \exp \left\{ it\tilde{\alpha} + \int_{\mathbb{R}} \left( e^{itu} - 1 - \frac{itu}{1 + u^2} \right) \frac{1 + u^2}{u^2} \lambda_\beta(du) \right\}. \] (3.9)

It should be noted that \( Q \) is concentrated on \( \mathbb{R} \times M_0(\mathbb{R}) \times P_0(\mathbb{R}) \times \{\delta_0\}^\infty \times \{0\}^\infty \).

3.2. Skorokhod's representation for a convergent subsequence of \((W_n^{(1)})_n\). If \((W_n^{(1)})_n\) is a convergent subsequence of \((W_n^{(2)})_n\) according to (ii), from the Skorokhod representation theorem, there are random elements taking values in \( P_0(\mathbb{R})^\infty \times \mathbb{R}^\infty \):

\[
\begin{align*}
\hat{\Omega}_{} & = \left( \hat{Z}, \hat{Z}_1, \hat{Z}_2, \ldots, \hat{M}_{} \left( \frac{1}{2} \right), \hat{M}_{} \left( \frac{1}{3} \right), \ldots \right), \\
\hat{\Omega}_n & = \left( \hat{Z}_n, \hat{Z}_{1n}, \hat{Z}_{2n}, \ldots, \hat{M}_{n} \left( \frac{1}{2} \right), \hat{M}_{n} \left( \frac{1}{3} \right), \ldots \right),
\end{align*}
\]

which have respective p.d.'s \( Q^{(1)} \) and \( Q^{(1)}_n \) and satisfy (3.3) and (3.5)-(3.7) and

\[
\lim_{n \to +\infty} \hat{\Omega}_n(\omega) = \hat{\Omega}(\omega) \quad \text{(in the metric of } \delta^{(1)})
\]

for every \( \omega \) in \( \hat{\Omega} \). Consequently, from the general version of the central limit theorem for independent summands (cf. [16, p. 321]), there exist random elements \( \hat{\alpha} \) taking value in \( \mathbb{R} \) and \( \lambda_\beta \) taking value in \( M_0(\mathbb{R}) \) such that

\[
\int_{\mathbb{R}} e^{itx} \hat{\Omega}(dx) = h(t; \hat{\alpha}, \hat{\psi}), \quad t \in \mathbb{R}, \tag{3.10}
\]

with

\[
\begin{align*}
h(t; \hat{\alpha}, \hat{\psi}) = \exp \left\{ it\hat{\alpha} + \int_{\mathbb{R}} \left( e^{itu} - 1 - \frac{itu}{1 + u^2} \right) \frac{1 + u^2}{u^2} \lambda_\beta(du) \right\}
\end{align*}
\]

and

\[
\begin{align*}
& \hat{Z} \to \hat{\alpha}, \quad \hat{Z}_n \to \hat{\alpha}, \quad \hat{M}_{} \to \lambda_\beta \quad \text{completely,} \quad n' \to +\infty, \tag{3.11}
& \hat{\Omega} \text{-a.s. for every } r > 0.
\end{align*}
\]

4. A central limit theorem for sums of partially exchangeable r.v.'s

The present section provides a solution, under conditions \((H_1)-(H_2)\), for the problem formulated in Section 2. The proof of the main result is based on the Skorokhod representations in Subsections 3.1 and 3.2.
Theorem 1. Assume \((X_t)\) has \((\mathcal{H}_1)\) hold. Then

1) If \((\{S_n, S_{m+n}, \ldots\})_n\) converges in law, then there is a unique probability measure \(\nu\) on \((\mathbb{R} \times M_0(\mathbb{R}), \mathcal{B}(\mathbb{R} \times M_0(\mathbb{R})))\) such that the limiting law of \((\{S_n, \ldots, S_m\})_n\) has the following Fourier-Stieltjes transform

\[
\hat{\nu}(s_1, \ldots, s_m) = \int_{\mathbb{R} \times M_0(\mathbb{R})} \prod_{k=1}^m \exp \left( \text{int}_k + \int_{\mathbb{R}} \left( e^{i t_k x} - 1 - \frac{i t_k x}{1 + x^2} \right) \frac{1 + x^2}{x^2} \rho(dx) \right) \times \nu(da, dp),
\]

\[(s_1, \ldots, s_m) \in \mathbb{R}^m, m = 1, 2, \ldots \]

2) \((\{S_n, S_{m+n}, \ldots\})_n\) converges in law to a random sequence whose p.d. is characterized by (1.1) if, and only if, \(\hat{\nu}(s_1, \ldots, s_m) \neq 0\) for any fixed finite \(r > 0\).

Proof. If \((\{S_n, S_{m+n}, \ldots\})_n\) converges in law, then, according to de Finetti’s representation theorem, the limiting c.f. of \((S_1, \ldots, S_m)\) is given by

\[
\lim_{n \to \infty} E \left( \exp \left( i \sum_{k=1}^n t_k S_k \right) \right) = \lim_{n \to \infty} E \left( \prod_{k=1}^n e^{i t_k S_k} \right).
\]

Furthermore, from Lemma 1 (ii), every subsequence of \((n)\) includes a subsequence \((n')\) such that

\[
\lim_{n' \to \infty} E \left( \prod_{k=1}^m e^{i t_k S_k} \right) = \lim_{n \to \infty} E \left( \prod_{k=1}^m e^{i t_k S_k} \right)
\]

(from the Skorohod representation in Subsection 3.2)

\[
\rho \left( \prod_{k=1}^m h(t_k, \xi_k) \right)
\]

(from (3.8) and the Lebesgue dominated convergence theorem).

Then, if \(\nu\) represents the p.d. of \((\xi, \nu)\) on \((\mathbb{R} \times M_0(\mathbb{R}), \mathcal{B}(\mathbb{R} \times M_0(\mathbb{R})))\), one obtains

\[
\rho \left( \prod_{k=1}^m h(t_k, \xi_k) \right) = \int_{\mathbb{R} \times M_0(\mathbb{R})} \rho(da, dp, \nu(da, dp))
\]

for every \((t_1, \ldots, t_m) \in \mathbb{R}^m\) and every \(m\). Hence, there is a random sequence whose p.d. is determined by the right-hand side of (4.4). The elements of
this sequence is exchangeable and, consequently, uniqueness of $\nu$ follows from de Finetti’s representation theorem, and this completes the proof of the first part of the theorem.

To prove the second part, first assume that $(S_{n1}, \ldots, S_{nm})$ converges in law. Then from Subsection 3.2, $\mathcal{Z}$ belongs to $\mathcal{P}(\mathbb{R})$ and, thanks to Subsection 3.1, $\mathcal{Z}$ is the weak limit of $\lambda_{m}, \mathcal{P}$-a.s. Consequently from the central limit theorem (cf. [16, 1.1, p. 201]) the Fourier-Stieltjes transform of $\mathcal{Z}$ is given by (3.9), $\mathcal{P}$-a.s. and the p.d. $\nu$ of $(\mathcal{G}, \lambda_{m})$ is the weak limit of $\mu_{m}^{(n)}$. At this stage, (4.2) follows from the uniqueness of $\nu$ stated in the first part of the theorem. To prove the converse, it suffices to consider the c.f. $\phi_{m}^{(n)}$ of $(S_{n1}, \ldots, S_{nm})$ and to prove that every pointwise convergent subsequence of $(\phi_{m}^{(n)})$ converges to the right-hand side of (4.1). If (4.2) holds, the Subsection 3.1 yields

$$
\prod_{k=1}^{m} \int_{\mathbb{R}} e^{it_{k}x} \lambda_{m}^{(n)}(dx) \rightarrow \prod_{k=1}^{m} h(t_{k}; \mathcal{G}, \psi), \quad n' \rightarrow \infty.
$$

for every $(t_{1}, \ldots, t_{m})$ in $\mathbb{R}^{m}$, $\mathcal{P}$-a.s., and in view of (3.2) and (4.2) the p.d. of $(\mathcal{G}, \lambda_{m})$ is $\nu$. Hence, from the Lebesgue dominated convergence theorem, $\mu_{m}^{(n)}(t_{1}, \ldots, t_{m}) = \int_{\mathbb{R} \times M_{0}^{(n)}} \prod_{k=1}^{m} h(t_{k}; \mathcal{G}, \psi)(dx, dp)$

and this completes the proof.

It may happen that, under (H1)-(H2), the sequence $(S_{n1}, S_{n2}, \ldots)$ does not converge in law but the sequence $(S_{n1} - c_{n}, S_{n2} - c_{n}, \ldots)$ does for suitable constants $c_{n}, n = 1, 2, \ldots$. The following extension of Theorem 1 is immediate.

**Theorem 2.** Suppose (H1), (H2) hold, and let $(c_{n})$ be a sequence of real numbers. Then

1) $\{(S_{n1} - c_{n}, S_{n2} - c_{n}, \ldots)\}$ converges in law, then there is a unique probability measure $\nu$ on $(\mathbb{R} \times M_{0}^{(n)}, B(\mathbb{R} \times M_{0}^{(n)}))$ such that (4.1) is the Fourier-Stieltjes transform of the limiting law of $(S_{n1} - c_{n}, S_{n2} - c_{n}, \ldots)$ in law to a random sequence whose p.d. is characterized by (4.1) if, and only if,

$$
\phi_{m}^{(n)}(A \times B) = P(r_{m}^{n}(A \times B) = c_{n} \in A, \lambda_{m}^{(n)} \in B) \quad \text{for every } A \times B \in B(\mathbb{R} \times M_{0}^{(n)})
$$

and for any fixed $r > 0$ with $\phi_{m}^{(n)}(A \times B)$.

In Section 6 we provide a sharper characterization of the limiting law in point 1 of Theorem 2, when $\theta_{n} = X_{1k}/a_{n}, a_{n} > 0$ for every $n, a_{n} \rightarrow +\infty$ and $X_{1k}$ is $i.i.d$ and exchangeable r.v.'s.
5. Convergence to mixtures of Gaussian, Poisson, degenerate p.d.'s

This section deals with central limit criteria for three noteworthy types of limit theorems: Gaussian, Poisson, degenerate p.d.'s. After choosing \( r > 0 \), define \( x^{(r)} \) to be the p.d. of \( (m_n(\omega, r), \sigma^2_n(\omega, r)) \) with

\[
\begin{align*}
m_n(\omega, r) &= \sum_{k=1}^{n} \int_{|z|<r} z dF_n(z, \omega), \\
\sigma^2_n(\omega, r) &= \sum_{k=1}^{n} \int_{|z|<r} z^2 dF_n(z, \omega) - \left( \int_{|z|<r} zdF_n(z, \omega) \right)^2.
\end{align*}
\]

Moreover, for every \( \varepsilon > 0 \), let \( \delta^{(1)} \) be the p.d. of \( \sum_{k=1}^{\infty} \int_{|z|>r} dF_n(z, \omega) \).

Theorem 3. Suppose that (H1) holds. Then (H2) holds and there is a p.d. \( \pi \) on the Borel sets of \( \mathbb{R} \times \mathbb{R} \) (where \( \mathbb{R}_+ = [0, +\infty) \)) such that

\[
\lim_{n \to \infty} E \left( \exp \left\{ \frac{1}{2} \sum_{k=1}^{n} t_k S_k \right\} \right) = \int_{\mathbb{R} \times \mathbb{R}_+} \prod_{k=1}^{n} \exp \left( \frac{4}{2} t_k a_k - \frac{1}{2} \sigma_k^2 \right) \pi(\sigma \, d\sigma),
\]

\[
(i_1, \ldots, i_n) \in \mathbb{R}^n, \quad \forall k = 1, 2, \ldots
\]

if, and only if,

\[
\begin{align*}
\delta^{(1)} &\Rightarrow \pi, \\
\delta^{(1)} &\Rightarrow \delta_0
\end{align*}
\]

holds for some \( r > 0 \) and for every \( \varepsilon > 0 \), as \( n \to \infty \).

Proof. Necessity. In view of (5.1), point 1) of Theorem 1 and the uniqueness of \( \nu \), one obtains that \( \nu \) coincides with a p.d. \( \pi \) supported by \( \mathbb{R} \times \mathbb{R}_+ \), where \( \mathbb{R}_+ \) is the set of all masses concentrated at 0. Hence, from the Skorokhod representation in Subsection 3.2, \( \mathcal{L}_n \) converges weakly to the Gaussian law with mean \( \hat{a} \) and variance \( \hat{\sigma}^2 \). \( \hat{\sigma} \)-a.s. Moreover, the Gaussian and degenerate convergence criteria for independent summands [16, p. 328-329] yields

\[
\begin{align*}
\mathcal{G}_n(\omega, r) &\Rightarrow \mathcal{N}(\hat{a}(\omega), \hat{\sigma}^2(\omega)), \\
\mathcal{M}_n(\omega, r) &\Rightarrow \mathcal{N}(\hat{a}(\omega), \hat{\sigma}^2(\omega)), \\
\end{align*}
\]

(5.3) \( \mathcal{N}(\hat{a}(\omega), \hat{\sigma}^2(\omega)) \)

\( \hat{\sigma} \)-a.s., where \( \mathcal{M}_n, \mathcal{G}_n \) are the same as \( m_n, \sigma^2_n \), respectively, with \( \hat{\mathcal{L}}_n \) in the place of \( \lambda_{F_n} \). In fact, each subsequence of \( (n) \) includes a subsequence, \( (n') \), for which (5.3)-(5.4) hold and this — via the Prokhorov theorem — implies (5.2).

Sufficiency. To prove the converse, one can observe that (H2) easily follows from \( \delta^{(1)} \Rightarrow \delta_0 \). Moreover, \( \mathcal{Z}_n = (W_n^{(1)}, U_n) \), \( n = 1, 2, \ldots \).
where \( W_k^{(1)} \) is defined at the beginning of Section 3 and

\[ U_k = \left( m_{k}(\cdot, \tau), \sigma_{k}^{2}(\cdot, \tau) \right) \sum_{k=1}^{n} \int_{|x|>1/2} dF_{k}, \sum_{k=1}^{n} \int_{|x|>1/2} dF_{k}, \ldots, \]

then the sequence of the p.d.'s of \( Z_1, Z_2, \ldots \) is tight. Hence, every subsequence of \( (n) \) admits a subsequence \( (n') \) for which a representation \( \tilde{a} \in \text{Skorokhod holds, and this representation is analogous to the one exhibited in Subsection 3.1. In particular, one can state the existence of a random vector} (\tilde{a}, \tilde{\sigma}^2), \text{ taking values in} \( \mathbb{R} \times \mathbb{R}_+ \) \text{ whose p.d. is} \( \pi \). Moreover (5.3)–(5.4) and (3.7) hold and, consequently, from the above mentioned Gaussian convergence criterion:

\[ \prod_{k=1}^{m} \left\{ \int_{\mathbb{R}} \exp\left( it_{k}x \right) \lambda_{k}^{(\pi)}(dx) - \prod_{k=1}^{m} \exp \left\{ \frac{i t_{k} \tilde{a} - \frac{t_{k}^{2}}{2} \tilde{\sigma}^{2}}{2} \right\} \right\}, \quad n' \to \infty, \]

obtains on \( \tilde{a}_{1}, \) with \( \tilde{P}(\tilde{a}_{1}) = 1, \) for every \( (t_{1}, \ldots, t_{m}) \in \mathbb{R}^{m} \) and \( m = 1, 2, \ldots \). Then, an application of the dominated convergence theorem leads to the formula

\[ \lim_{n 

\text{and (5.1) follows from the Prokhorov theorem. Theorem 3 is proved.} \]

The proof of the following extended version of Theorem 3 is immediate.

**Theorem 4.** Suppose \((H_1)\) holds. Then \((H_2)\) holds and there exist a sequence of real numbers \(c_{n}), \) and a p.d. \( \tilde{\pi} \) on the Borel sets of \( \mathbb{R} \times \mathbb{R}_+ \) such that

\[ \lim_{n \to \infty} E \left( \prod_{k=1}^{m} \left( t_{k}(S_{kn} - c_{n}) \right) \right) = \int_{\mathbb{R} \times \mathbb{R}_+} \prod_{k=1}^{m} \exp \left\{ it_{k} \tilde{a} - \frac{t_{k}^{2}}{2} \tilde{\sigma}^{2} \right\} \tilde{\pi}(da, da^{3}), \]

\( (t_{1}, \ldots, t_{m}) \in \mathbb{R}^{m}, \quad m = 1, 2, \ldots, \) \]

(5.5)

if, and only if, for every \( \varepsilon > 0 \) and some \( \tau > 0: \)

\[ \left\{ \begin{array}{l}
\tilde{\pi}_{u}^{(\varepsilon)} \Rightarrow \tilde{\pi}, \\
\tilde{c}_{u}^{(\varepsilon)} \Rightarrow c_{u}, \\
n \to \infty, \end{array} \right. \]

(5.6)

where \( \tilde{\pi}_{u}^{(\varepsilon)} \) is the p.d. of \((m_{u}(\cdot, \tau) - c_{u}, \sigma_{u}^{2}(\cdot, \tau))\). By an analogous line of reasoning, one can state a Poisson convergence criterion.
Theorem 5. Under (H1) and (H2), there is a probability measure \( \chi \) on \( \mathcal{B}(\mathbb{R}_+^n) \) such that
\[
\lim_{n \to \infty} E \left\{ \prod_{k=1}^n \exp \left[ \sum_{i,k} t_k s_{ik} \right] \right\} = \int_{\mathbb{R}_+^n} \prod_{k=1}^n \exp \left\{ \lambda (\exp t_k s_{ik} - 1) \right\} \chi(d\lambda)
\]
holds for every \((t_1, \ldots, t_m)\) in \( \mathbb{R}_+^m \) \((m = 1, 2, \ldots)\) if, and only if, for every \( \epsilon \) in \((0,1)\) and some \( r \) in \((0,1)\):
\[
\sum_{k=1}^n \int_{|x| > r, |\tau| > r^{-1} \epsilon} dF_{\alpha}(x, \omega) \overset{P}{\to} 0,
\quad \sigma^2_{\epsilon}(\omega, r) \overset{P}{\to} 0,
\quad m_n(\omega, r) \overset{P}{\to} 0
\]
and
\[
X^{(\epsilon)} \Rightarrow \chi,
\]
\(X^{(\epsilon)}\) being the p.d. of \( \sum_{k=1}^n \int_{|x| < r} dF_{\alpha}(x, \omega), n = 1, 2, \ldots \).

Since the degenerate law can be considered as a degenerate Gaussian law, the following proposition immediately follows from Theorem 4.

Corollary 1. If (H1) is valid, then (H2) holds and there exist a sequence of real numbers \((c_n)\), and a probability measure \( \kappa \) on \( \mathcal{B}(\mathbb{R}) \) such that
\[
\lim_{n \to \infty} E \left\{ \prod_{k=1}^n \exp \left[ \sum_{i,k} t_k (s_{ik} - c_k) \right] \right\} = \int_{\mathbb{R}} \prod_{k=1}^m \exp \left\{ \lambda \sigma_{\epsilon}(\omega, r) \right\} \kappa(d\omega),
\]
\((t_1, \ldots, t_m) \in \mathbb{R}_+^m, \ m = 1, 2, \ldots,
\]
if, and only if, for every \( \epsilon > 0 \) and for some \( r > 0 \),
\[
\sum_{k=1}^n \int_{|x| > r} dF_{\alpha}(x, \omega) \overset{P}{\to} 0,
\quad \sigma^2_{\epsilon}(\omega, r) \overset{P}{\to} 0
\]
and
\[\kappa^{(\epsilon)} \Rightarrow \kappa, \quad n \to \infty,\]
where \( \kappa^{(\epsilon)} \) denotes the p.d. of \((m_n(\omega, \cdot) - c_n)\).

6. Exchangeable summands. A few remarks

The present section includes some comments on Theorem 2, point i*), when:
\[
\mathbb{E} \left( X_{ij} \right) = \frac{X_{ij}}{a_{ij}}, \quad \text{where } \{X_{ij}, \ i, j \geq 1\} \text{ is an array of exchangeable r.v.'s and } (a_{ij})_n \text{ is a divergent sequence of strictly positive numbers;}
\]
\[c_n = \frac{b_n}{a_n}, \quad (b_n)_n \text{ being a sequence of real numbers;}
\]
\[\tag{6.1}
\]
\[\tag{6.2}
\]
\[
S_{n+1} - c_a = \left( \sum_{j=1}^{n+1} X_{1j} - b_n \right)_{a_n} \text{ converges in law to a nondegenerate r.v.}
\]

(6.3)

Notice that here one does not require convergence of \((S_{n+1} - c_a, S_{2n} - c_a, \ldots)\). Under the above assumptions, one can prove the following result which will be used to provide a new proof for Theorem 2 in [13]; see Subsection 7.4.

**Theorem 6.** If (6.1)-(6.3) hold, then:

1° Each subsequence of \((a)\) includes a subsequence \((a')\) such that \((a_n')\) converges to a strictly positive limit, \(a(r)\), and \((b_n - rb_n')/a_n'\) converges to \(b(r)\), for any positive integer \(r\).

2° There exists a probability measure \(P^*\) on \((\mathbb{R}^\infty, \mathcal{B}(\mathbb{R}^\infty))\) such that the limiting c.f. \(\Psi\) of \((S_{n+1} - c_a)\) admits the representation

\[
g(t) = \int_{\mathbb{R}^\infty} g(t, \omega)P^*(d\omega), \quad t \in \mathbb{R},
\]

where \(g(\cdot, \omega)\) is a c.f. for every \(\omega \in \mathbb{R}^\infty\) and

\[
P^* \left( g(t, \omega) = g \left( \frac{t}{\alpha(t)}, \omega \right) \frac{\alpha(t)}{\alpha(t)} \right) = \left( \frac{t}{\alpha(t)} \right) \frac{\alpha(t)}{\alpha(t)} \quad \text{for all } t \in \mathbb{R} = 1.
\]

**Proof.** We start by observing that

\[
S_{jn} - c_a \Rightarrow S_{jn} - c_a, \quad j \geq 2,
\]

where \(\Rightarrow\) denotes equality in law. Then, the sequence of p.d.'s of \(V_{n}^{(r)} := (S_{1n} - c_a, \ldots, S_{2n} - c_a), n = 1, 2, \ldots,\) is tight for every \(r\). Hence, by resorting to the diagonal method, one can prove that each subsequence of \((V_{n}^{(r)})_n\) includes a subsequence \((V_{n'}^{(r)})_n\) such that

\[
V_{n'}^{(r)} \Rightarrow (X_1, X_2, \ldots).
\]

(6.5)

From (6.5),

\[
W_{kn}^{(r)} = \sum_{k=1}^{r} (S_{kn} - c_a) - X_1 + \cdots + X_r, \quad r = 1, 2, \ldots
\]

(6.6)

and, since

\[
W_{kn}^{(r)} \rightarrow \frac{a_n}{a_n'} (S_{kn} - c_a) + \frac{b_n - rb_n}{a_n'} , \quad n = 1, 2, \ldots
\]

(6.7)

the convergence of types theorem implies that there exist \(a(t) > 0\) and \(b(r)\) such that

\[
\frac{a_n}{a_n'} \rightarrow a(t), \quad \frac{b_n - rb_n}{a_n'} \rightarrow b(r), \quad n' \rightarrow \infty.
\]

(6.8)
Now, from (6.6)-(6.8) and (6.3),

$$X \leq X_1 + \cdots + X_N - \beta^{(r)}, \quad r = 1, 2, \ldots,$$

(6.9)

where $X$ is the limit (in law) of $(S_n - c_n)$. If $P^*$ denotes the p.d. of $(X_n)_n$, then, since the $X_n$'s are exchangeable, one obtains the representation

$$E \left( \exp \left( i \sum_{k=1}^n t_k X_k \right) \right) = \prod_{k=1}^n g(t_k, \omega) P^*(d\omega).$$

(6.10)

For each $(n')$ such that (6.5) holds, this representation is unique. Clearly, it generally depends on $(n')$. Then, since $X \overset{d}{=} X_n$, (6.4) follows from (6.9). Theorem 6 is proved.

We now investigate the admissible values of $\alpha^{(r)}$. In fact it follows from (6.4) that $g(\cdot, \omega)$ turns out to be, $P^*$-a.s., the c.f. of a stable law and, therefore,

$$g(t, \omega) = \exp \left\{ \frac{1}{i} \gamma(\omega) - \gamma(\omega) \left[ 1 + i \beta(\omega) \frac{\gamma(\omega)}{\alpha(\omega)} w(t, \eta(\omega)) \right] \right\}$$

for all $t \in \mathbb{R}$ where $\gamma, \beta, \omega$ are r.v.'s such that $0 < \eta(\omega) \leq 2$, $|\beta(\omega)| \leq 1$, $\alpha(\omega) > 0$, and

$$w(t, \eta(\omega)) = \begin{cases} \tan \frac{\pi \eta(\omega)}{2} & \text{if } \eta(\omega) \neq 1, \\ \frac{2}{\pi} \log |t| & \text{if } \eta(\omega) = 1. \end{cases}$$

(6.11)

Hence, by (6.4), the following system of equations holds $P^*$-a.s., for every positive integer $r$

$$\begin{align*}
\gamma(\omega) \left[ 1 - \frac{r}{\alpha^{(r)}} \right] &= \frac{\beta^{(r)}}{\alpha^{(r)}}, \\
\gamma(\omega) \left[ 1 - \frac{r}{\alpha^{(r)} m(\omega)} \right] &= 0, \\
\left( \frac{1}{\alpha^{(r)} m(\omega)} w(t, \eta(\omega)) - \frac{r}{\alpha^{(r)} \gamma(\omega)} \omega t, \eta(\omega) \right) &= 0.
\end{align*}$$

(6.12)

Then, if

$$\alpha^{(r)} = \pi \quad \text{for every positive integer } r,$$

(6.13)

either

$$\omega = 0$$

(6.14)

or

$$\begin{align*}
\langle \omega \rangle &= 0, \\
\eta(\omega) &= 1, \\
\beta(\omega) &= 0.
\end{align*}$$

(6.15)
holds. On the other hand, if (6.13) does not hold, then either
\[
\begin{align*}
\theta(\omega) &= 0, \\
\eta(\omega) &= \gamma
\end{align*}
\] (6.16)
or
\[
\begin{align*}
\theta(\omega) &\neq 0, \\
\eta(\omega) &= \gamma, \\
\eta(\omega) &= \eta \neq 1, \\
\theta(\omega) &= \gamma
\end{align*}
\] (6.17)
obtains. Hence, if (6.13) does not hold, since the limiting p.d. of \((S_n - c_n)\) is nondegenerate, then the probability that (6.17) holds is strictly positive. This proves

**Theorem 7.** If (6.1)–(6.3) hold, then either (6.13) or
\[
\alpha^{(r)} = \gamma^{1/\eta}
\] for some \(\eta \neq 1\) and for every \(r\) (6.18)
holds. For suitable choices of the limiting c.f. \(\phi\), one can show that (6.1)–(6.3) imply convergence of \(\{(S_n - c_n, S_{2n} - c_n, \ldots)\}\). In particular, this true when (6.3) is replaced by

\[S_{2n} - c_n\]

converges in law to a standard Gaussian r.v., say \(Z\). (6.3’)

**Theorem 8.** If (6.1), (6.2) and (6.3’) hold, then \((S_n - c_n, S_{2n} - c_n, \ldots)\) converges in law.

**Proof.** In view of the arguments used to obtain Theorem 7, the limiting c.f. \(\phi_Z\) of \(Z\) admits one of the following two representations:

\[
\phi_Z(t) = \int_{\mathbb{R}^\omega} \exp \left\{ \text{it} \theta(\omega) t - \text{it} \eta(\omega) t \right\} P^t(\text{d}\omega)
\] (6.19)
when (6.13) holds;

\[
\phi_Z(t) = \int_{\mathbb{R}^\omega} \exp \left\{ \text{it} \theta(\omega) t + \text{it} \eta(\omega) t \right\} P^t(\text{d}\omega)
\] (6.20)
when (6.18) occurs. Since \(\phi_Z(t) = \exp(-t^2/2)\) is infinitely differentiable, then

\[
\theta(\omega) = 0 \quad \text{in } (6.19) \quad P^s\text{-a.s.} \quad (6.21)
\]
and

\[
\eta = 2, \gamma = 0, \eta = \frac{1}{2} \quad \text{in } (6.20).
\]
From (6.8), (6.13), Theorem 7 and (6.21), each convergent subsequence of \((a_n, a_{2n})\) converges either to \(\sqrt{r} \) or to \(r\). Hence, given any positive integer \(r\), define

\[
N_1(r) = \left\{ n \in \mathbb{N} : \left| \frac{a_n}{a_{2n}} - \sqrt{r} \right| < \left| \frac{a_n}{a_{2n}} - r \right| \right\},
\]
and

\[
N_2(r) = \mathbb{N} - N_1(r).
\]
If \( N_1(r) \) is infinite (\( N_2(r) \) infinite), then

\[
\lim_{n \to \infty} \frac{a_n^r}{a_n^{r'}} = \begin{cases} \sqrt{r} & \text{if } \lim_{n \to \infty} \frac{a_{n+1}^r}{a_n^{r'}} = r \\
\infty & \text{if } \lim_{n \to \infty} \frac{a_{n+1}^r}{a_n^{r'}} > r \\
0 & \text{if } \lim_{n \to \infty} \frac{a_{n+1}^r}{a_n^{r'}} < r
\end{cases}
\]  

(6.22)

for some suitable subsequence \((n'')_n\) \((n''')_n\). Moreover, if \( N_1(r) \) and \( N_2(r) \) are both infinite then \((n'')_n\) and \((n''')_n\) can be chosen in such a way that \(a_{n''}^r = a_{n'''}^{r'} + 1\).

This implies

\[
\frac{S_1 a_n^r - b_n}{a_n^{r'}} = S_1 a_n^r - b_n \frac{a_n^r}{a_n^{r'}} + \frac{b_n}{a_n^{r'}} - \frac{b_n}{a_n^{r'}} + X_1(n+1) + \ldots + X_1(n+1)
\]

\[
\frac{a_n^r}{a_n^{r'}}
\]

and, consequently, from (6.23) and the convergence of types theorem,

\[
\frac{a_n^r}{a_n^{r'}} \to 1
\]

as \( k \to +\infty \), for every \( r \) in \( N \), in contradiction with (6.22). Hence, \((a_n^r/a_n)\) converges for every \( r \) in \( N \) and, consequently, \((a_n^r/a_n)\) converges for every (\( (S_1 - e_n, S_2 - e_n, \ldots) \))n. Theorem 8 is proved.

Let us conclude with a result on regular variation of \((a_n^r)\) in Theorem 8.

**Theorem 9.** Under the hypotheses in Theorem 8, \((a_n^r)\) either varies regularly with exponent \( f \) or varies regularly with exponent 1.

**Proof.** From the proof of Theorem 8:

\[
\lim_{n \to +\infty} \frac{a_n^r}{a_n^{r'}} = \begin{cases} c(r) & \text{if } \lim_{n \to +\infty} \frac{a_{n+1}^r}{a_n^{r'}} = r \\
\infty & \text{if } \lim_{n \to +\infty} \frac{a_{n+1}^r}{a_n^{r'}} > r \\
0 & \text{if } \lim_{n \to +\infty} \frac{a_{n+1}^r}{a_n^{r'}} < r
\end{cases}
\]

(6.24)

for every \( r \) in \( N \). Then, for any \( s \) in \( N \),

\[
\frac{S_1 a_n^s - b_n + s}{a_n^{s+1} + s} = S_1 a_n^s - b_n \frac{a_n^s}{a_n^{s+1}} + \sum_{i=r+1}^{\infty} X_i + \frac{b_n}{a_n^{s+1}}
\]

and, from the convergence of types theorem,

\[
\lim_{n \to +\infty} \frac{a_n^s}{a_n^{s+1}} = 1, \quad r, s \in N.
\]

Let \( \rho \) be a strictly positive rational and let \( r \) be the least integer for which \( p r \in N \). Then, for \( n = r (i = 0, 1, 2, \ldots) \)

\[
\frac{a_{n+i}}{a_n} = \frac{a_{n+i}^{s+i}}{a_n^{s+i}} \frac{a_n^s}{a_n^{s+i}}
\]

Hence

\[
\frac{a_{n+i}}{a_n} \to c(r)
\]

(6.25)
and, from (6.23)–(6.54),
\[ \frac{a_{(r+1)\mu}}{a_{r+1}} = \frac{a_{(r+1)\mu}}{a_{r}} \frac{a_{(r+1)}}{a_{r}} \rightarrow a^{(\varepsilon)}(\varepsilon) \]
which entails (6.24) along the sequence: \( n = r, r + 1, 2r, 2r + 1, \ldots \). Iterating the process a finite number of times, one obtains (6.24) for any strictly positive rational \( \rho \). In order to show that (6.24) holds for each \( \rho > 0 \), observe that each subsequence of \((a_{(\rho n)\mu})_n\) contains an increasing subsequence \((a_{(\rho n)\mu})_n\). Then, for any two rationals \( \rho_1 \) and \( \rho_2 \) such that \( \rho_1 \leq \rho \leq \rho_2 \),
\[ a^{(\rho)}(\varepsilon) \leq \liminf_{n \to \infty} \frac{a^{(\mu)}(\varepsilon)}{a_{n}} \leq \limsup_{n \to \infty} \frac{a^{(\mu)}(\varepsilon)}{a_{n}} \leq a^{(\rho)}(\varepsilon) \]
and, in view of the arbitrariness of \( \rho_1, \rho_2 \) and the continuity of \( \rho \rightarrow a^{(\rho)}(\varepsilon) \), (6.24) must hold for every \( \rho > 0 \).

7. Applications

Now we exhibit some applications of the previous general results to some common situations, analyzed before by several Authors from different viewpoints. In particular, one provides a new deduction of a central limit theorem, for exchangeable random variables without moments, proved by Klass and Teicher [13]. In each case taken into consideration, the corresponding classical result is obtained as corollary of the results explained in Sections 5–6.

7.1. Convergence to the Poisson law. Kendall [10] proved that, if the elements of \( \xi(\varepsilon) \) in (1.3) are \( 0–1 \) exchangeable r.v.'s, and if
\[ \lambda_{F_n}(0) = 1 - \lambda_{F_n}(1) = 1 - \theta_n(\varepsilon) \]
with
\[ \begin{cases} n E(\theta_n) \rightarrow \mu > 0, \\ n^2 E(\theta_n^2) \rightarrow \mu^2 > 0, \end{cases} \]
then the p.d.f. of \( S_n \) converges weakly to the Poisson law with parameter \( \mu \).

Kendall obtained this result by analytical methods. Now, one can prove the same result by showing that (7.1) implies the conditions in Theorem 5. In fact, given \( \varepsilon \) and \( \eta > 0 \),
\[ P(\max_{1 \leq i \leq n} \lambda_{F_n}(\varepsilon) > \eta) = P(\lambda_{F_n}(\varepsilon) > \eta) \leq \frac{1}{\eta} P(\mid \xi_{1}^{(n)} \mid > \varepsilon) \leq \frac{1}{\eta} \frac{\mu}{\eta n} \]
and this implies (H2). Moreover, given \( \varepsilon \) and \( r \in (0, 1) \):

\[
\sum_{k=1}^{n} \int_{|z| \geq 2 |x|} dF_{kn}(z, \omega) = 0,
\]

\[
m_{n}(r, \omega) = \sum_{k=1}^{n} \int_{|z| < r} zdF_{kn}(z, \omega) = 0, \quad c_{n}^{2}(\omega, r) = 0,
\]

and

\[
\sum_{k=1}^{n} \int_{|z| < 1 - r} dF_{kn}(z, \omega) = n\theta_{n}(\omega).
\]

Since

\[
P\left( |n\theta_{n}(\omega) - \mu| > \varepsilon \right) \leq \frac{1}{\varepsilon^{2}} E((n\theta_{n} - \mu)^{2}) \rightarrow 0 \quad \text{from (7.1)}
\]

then \( X_{n}^{(i)} \) converges weakly to \( \delta_{\mu} \) and, from Theorem 5, \( S_{1n} \xrightarrow{L} X \) where \( X \) has the Poisson distribution with parameter \( \mu \).

In view of Theorem 5, conditions (7.1) are redundant when it comes to obtaining convergence to the Poisson distribution. In fact, for this purpose, it suffices to replace (7.1) with

\[
\begin{cases}
E(\theta_{n}) = o(1),  \\
\theta_{n} \overset{p}{\rightarrow} \mu.
\end{cases} \quad \text{(7.1')} \]

Kendall considers the following case in which (7.1') does not hold:

\[
P\left( \frac{\theta_{n} - \mu}{n} = 1 - \frac{1}{n} \right) = 1 - \frac{1}{n}, \quad P(\theta_{n} = 1) = \frac{1}{n},
\]

and, nevertheless, the Poisson convergence holds. Indeed, in that very case,

\[
E(\theta_{n}) \rightarrow 0, \quad P\left( |n\theta_{n} - \mu| > \varepsilon \right) \leq P(\theta_{n} = 1) = \frac{1}{n}
\]

so that we obtain (7.1'). On the other hand, nothing can be said, without further analysis, about necessity of (7.1') in order that \( S_{1n} \) converges in law to a r.v. distributed according to the Poisson distribution. In fact, (7.1') is necessary in order that \( (S_{1n}, S_{2n}, \ldots) \) converges in law to a sequence of independent r.v.'s, distributed according to the Poisson distribution with parameter \( \mu \).

### 7.2. Convergence to the Gaussian Law

Consider (1.3) with \( X_{j}^{(n)} = X_{j}^{(n)} / \sqrt{n} \) \((i \geq 1; 1 < j \leq n)\) and assume that the \( X_{j}^{(n)} \)'s are exchangeable with common conditional p.d.f. \( F_{\mu}(z, \omega) \). Corollary 2 in [18], obtained by martingale methods, states that

\[
\text{if } E(X_{j}^{(n)}) = 0, \quad \text{Var}(X_{j}^{(n)}) = 1 \quad \text{with } E((X_{j}^{(n)})^{4}) < +\infty, \quad \text{and}
\]

\[
E(X_{j}^{(n)}) = 0, \quad \text{Var}(X_{j}^{(n)}) = 1 \quad \text{with } E((X_{j}^{(n)})^{4}) < +\infty, \quad \text{and}
\]

\[
\text{if } E(X_{j}^{(n)}) = 0, \quad \text{Var}(X_{j}^{(n)}) = 1 \quad \text{with } E((X_{j}^{(n)})^{4}) < +\infty, \quad \text{and}
\]

\[
\text{if } E(X_{j}^{(n)}) = 0, \quad \text{Var}(X_{j}^{(n)}) = 1 \quad \text{with } E((X_{j}^{(n)})^{4}) < +\infty, \quad \text{and}
\]

\[
\text{if } E(X_{j}^{(n)}) = 0, \quad \text{Var}(X_{j}^{(n)}) = 1 \quad \text{with } E((X_{j}^{(n)})^{4}) < +\infty, \quad \text{and}
\]
(a) \( E((X_n^1)^{2})^2) \rightarrow 1 \) as \( n \rightarrow +\infty \)
(b) \( nE(X_n^1 X_n^2) \rightarrow 0 \) as \( n \rightarrow +\infty \)
(c) \( \forall \varepsilon > 0, E((X_n^1)^{3}1_{|X_n^1|>\varepsilon \sqrt{n}}) \rightarrow 0 \) as \( n \rightarrow +\infty \),

then \( S_{n} \) converges in law to a standard Gaussian r.v.

In fact, this result is an almost direct consequence of Theorem 3. Indeed, for every \( \delta > 0 \):

\[
q_n(\delta, +\infty) = P\left( \sum_{k=1}^{n} \lambda_k \left( 1 - \sqrt{n}, \sqrt{n} \right) > \delta \right) \leq \frac{n}{\delta} P\left( |X_n^1|^{2} > \varepsilon \sqrt{n} \right) \rightarrow 0 \quad \text{(from (c))}
\]

and this implies \( q_n \rightarrow 0 \). Moreover,

\[
m_n(\omega, r) = \sqrt{n} \int_{\mathbb{R}} \chi_{[0, r]} \left( \frac{|z|}{\sqrt{n}} \right) dF_n(z, \omega)
= \sqrt{n} \int_{\mathbb{R}} z dF_n(z, \omega) - \int_{\mathbb{R}} x \chi_{(r, +\infty)} \left( \frac{|x|}{\sqrt{n}} \right) dF_n(x, \omega)
\]

and

\[
P\left( \left| \sqrt{n} \int_{\mathbb{R}} z dF_n(z, \omega) \right| > \delta \right) \leq \frac{n}{\delta^2} E(X_n^1 X_n^2) \rightarrow 0 \quad \text{(from (b))}
\]

\[
\left| \sqrt{n} \int_{\mathbb{R}} x \chi_{(r, +\infty)} \left( \frac{|x|}{\sqrt{n}} \right) dF_n(x, \omega) \right| \leq \frac{1}{\sqrt{n}} \int_{\mathbb{R}} |x|^2 \chi_{(r, +\infty)} \left( \frac{|x|}{\sqrt{n}} \right) dF_n(x, \omega).
\]

One derives from (c),

\[
P\left( \left| \int \left| \frac{1}{\sqrt{n}} \chi_{(r, +\infty)} (|z|) \right| dF_n(z, \omega) > \delta \right) \leq \frac{n}{\delta^2} E(X_n^1 X_n^2) \int_{(r, +\infty)} (X_n^1) \rightarrow 0.
\]

Hence, \( m_n(\omega, r) \) converges in law to a r.v. which degenerates at 0, and

\[
s_n^2(\omega, r) = \int \left[ \frac{1}{\sqrt{n}} \chi_{[0, r]} \left( \frac{|z|}{\sqrt{n}} \right) dF_n(z, \omega) - \left( \int \chi_{[0, r]} \left( \frac{|z|/\sqrt{n}}{\sqrt{n}} \right) dF_n(z, \omega) \right)^2 \right]
- \int \left| z \right| dF_n(z, \omega) - \int \left| z \right|^2 \chi_{(r, +\infty)} \left( \frac{|z|}{\sqrt{n}} \right) dF_n(z, \omega)
- \left\{ \int z dF_n(z, \omega) - \int x \chi_{(r, +\infty)} \left( \frac{|x|}{\sqrt{n}} \right) dF_n(x, \omega) \right\}^2.
\]
But
\[
\lim_{n \to +\infty} E \left( \int_{\mathbb{R}} \left| x \right| \{ x \} dF_n(x, \omega) \right) = 0,
\]
\[
E \left( \int_{\mathbb{R}} \{ x \} dF_n(x, \omega) \right) = E(X_{11}^{(n)} X_{12}^{(n)}) = o \left( \frac{1}{n} \right),
\]
\[
E \left( \int_{\mathbb{R}} \{ x \} \{ x \} dF_n(x, \omega) \right) = E \left( \int_{\mathbb{R}} \{ x \} \{ x \} dF_n(x, \omega) \right) = E \left( X_{11}^{(n)} X_{12}^{(n)} \right) = E \left( X_{11}^{(n)} \right) E \left( X_{12}^{(n)} \right) \to 0 \quad \text{(from (c))}
\]
and
\[
E \left( \int_{\mathbb{R}} \{ x \} \{ x \} dF_n(x, \omega) \right) = E \left( X_{11}^{(n)} \right) = o \left( \frac{1}{n} \right) \to 0 \quad \text{(from (c)).}
\]
Finally,
\[
P \left( \int_{\mathbb{R}} \{ x \} \{ x \} dF_n(x, \omega) > \delta \right)
\]
\[
\leq \frac{1}{\delta} E \left( \int_{\mathbb{R}} \{ x \} \{ x \} dF_n(x, \omega) \right) \to 0 \quad \text{(from (a))}
\]
and, consequently, \( \sigma^2(\omega, \cdot) \to 1 \). Then, the thesis follows from Theorem 3 with \( \varepsilon = \delta \to \delta \).

7.3. Convergence to a scale mixture of Gaussian laws. Eaton, Fortini and Regazzii 5 deal with the problem of the convergence of \((S_{1n} \sim c_n)_{n}\) when, beside \((6.1)-(6.3)\) with \(c_n = 0, E(X_{11}) = 0\) and \(E(X_{11}) < +\infty \) hold.

Under these conditions, either: \(a_n \sim c_n \) and
\[
\lim_{n \to +\infty} E \left( \exp \left( \frac{1}{2} \sum_{k=1}^{m} s_k a_{kn} \right) \right) = \int_{\mathbb{R}^m} \prod_{k=1}^{m} \exp \left( - \frac{1}{2} d_k^2 \right) \pi_1 (db) \quad (7.2)
\]
\(\text{for } (t_1, \ldots, t_m) \in \mathbb{R}^m, \ m = 1, 2, \ldots\)

or \(a_n \sim c_n \) and
\[
\lim_{n \to +\infty} E \left( \exp \left( \frac{1}{2} \sum_{k=1}^{m} s_k a_{kn} \right) \right) = \int_{\mathbb{R}^m} \prod_{k=1}^{m} \exp(it_k a_n) \gamma (da) \quad (7.3)
\]
\(\text{for } (t_1, \ldots, t_m) \in \mathbb{R}^m, \ m = 1, 2, \ldots\)
This result can be deduced from Theorem 3 and Corollary 1, as follows. If \( E(X_{11}, X_{12}) = 0 \), then

\[
E \left( \exp \left\{ \frac{1}{\sqrt{n}} \sum_{j=1}^{n} X_{1j} \right\} \right) = E \left( H \left( \frac{1}{\sqrt{n}} \omega \right) \right) \\
= E \left( \exp \left\{ -\frac{1}{2} \sigma^2(\omega) \right\} \right)
\]

where \( H \) is the Fourier-Stieljes transform of the conditional p.d.f. \( F \) of \( X_{11} \), in de Finetti's representation, and \( \sigma^2(\omega) \) represents the conditional variance. In view of (6.3), \( P(\sigma^2(\omega) = 0) < 1 \). Indeed, if \( P(\sigma^2(\omega) = 0) = 1 \), then \( P(X_{11} = 0) = 1 \) and this would imply that \( S_{1n} \) converges in probability to 0, in contradiction with (6.3). Then, from (6.3), (7.4) and the convergence of types theorem,

\[
\frac{\alpha_n}{\sqrt{n}} \longrightarrow c > 0.
\]

At this point, (7.5) follows from Theorem 5. In fact, \( (\alpha_n) \) holds and for every \( \delta > 0 \) and \( r > 0 \):

\[
\frac{\alpha_n}{\sqrt{n}} \mu^2((\delta, +\infty)) \leq \frac{\delta}{r} P(|X_{11}| > \epsilon_a) \\
\leq \frac{\delta}{r} \frac{n}{\alpha_n} E(|X_{11}|^2; |X_{11}| > \epsilon_a) \\
= \frac{\delta}{r} \frac{n}{\alpha_n} \int_{R} |x| P(|x| > \epsilon_a) |F(x, \omega)| \, dx \\
= \frac{\delta}{r} \frac{n}{\alpha_n} \int_{R} |x|^2 P(|x| > \epsilon_a) |F(x, \omega)| \, dx \\
\leq \frac{\delta}{r} \frac{n}{\alpha_n} \int_{R} |x|^2 P(|x| > \epsilon_a) |F(x, \omega)| \, dx
\]

and

\[
P \left( \int_{R} |x|^2 P(|x| > \epsilon_a) |F(x, \omega)| \, dx > \delta \right) \\
\leq \frac{1}{\delta} E \left( \left( X_{11} \right)^2; |X_{11}| > \epsilon_a \right) \\
\longrightarrow 0,
\]

(7.6)

\[
\sigma^2(\omega, r) = \frac{n}{\alpha_n} \int_{|x| < \epsilon_a} x^2 F(x, \omega) \, dx - \left[ \int_{|x| < \epsilon_a} x F(x, \omega) \, dx \right]^2
\]

which converges to \( \sigma^2(\omega)/2r^2 \), F-a.s. This implies (5.2) with \( \pi = \epsilon_a \circ \pi_1 \) and, consequently, (7.2). To complete the proof, one has to consider the case in which \( E(X_{11}, X_{12}) \neq 0 \). Since \( E(X_{11}) \) is finite, the strong law of large
numbers, for sequences of exchangeable r.v.'s, implies that a r.v. $\alpha$ exists such that

$$\frac{1}{n} \sum_{j=1}^{n} X_{1j} \longrightarrow \alpha \quad (P\text{-a.s.}).$$

Moreover $\alpha$ is nondegenerate. In fact, if $P(\alpha = c) = 1$ for some suitable constant $c$, then $c = 0$ (since $E(X_{11}) = 0$) and, consequently, $E(X_{11} X_{12}) = 0$, in contradiction with the assumption. At this point, (6.3) and the convergence of types theorem imply

$$\frac{a_n}{n} \longrightarrow c > 0. \quad (7.7)$$

Now, (7.3) follows from Corollary 1. Indeed,

$$\sigma^2_n(\omega, r) \rightarrow 0, \quad \frac{1}{n} \sum_{j=0}^{n} \int_{|s| > x_n} dF(x, \omega) \overset{P}{\longrightarrow} 0$$

follow from (7.5)-(7.7). Moreover,

$$m_n(\omega, r) = \frac{n}{a_n} \int_{\mathbb{R}} x 1_{[0, x_n]}(|x|) dF(x, \omega) \longrightarrow \frac{1}{c} \alpha(\omega) \quad (P\text{-a.s.}).$$

7.4. Convergence to the Gaussian law. Exchangeable summands without moments. Klaas and Teicher [13] provide necessary and sufficient conditions in order that $(S_{1n} - c_n)n$ converges in law to a standard Gaussian r.v. $Z$, under assumptions (4.1)-(4.2). From Theorem 4 and Corollary 1, via (6.19)-(6.21) one immediately obtains the following theorem, which implies the basic Klaas and Teicher central limit problem.

If $(S_{1n} - c_n)n$ converges in law to $Z$, and if $F = F(\cdot, \omega)$ denotes the conditional p.d.f. of $X_{11}$ in de Finetti's representation, then

$$n \lambda P(-\epsilon a_n, \epsilon a_n') \overset{P}{\longrightarrow} 0, \quad \epsilon > 0,$$

and either

$$\frac{a_n}{a_n} \xrightarrow{} \sqrt{r},$$

$$\frac{n}{a_n} \int_{|s| < r} x dF(x, \omega) - \frac{b_n}{a_n} \overset{P}{\longrightarrow} 0,$$

$$\frac{n}{\sqrt{r}} \int_{|s| < r} x^2 dF(x, \omega) - \left( \int_{|s| < r} x dF(x, \omega) \right)^2 \overset{P}{\longrightarrow} 1 \quad (7.9)$$

and either...
(for some $\tau > 0$) or
\[
\begin{align*}
\alpha_n &\to \tau \\
\alpha_n &\to \frac{1}{\alpha_n} \\
\alpha_n &\to Z, \\
\frac{1}{n} &\int_{|x|<\alpha_n} z^2 dF(z,\omega) - \left( \int_{|x|<\alpha_n} z dF(z,\omega) \right)^2 = 0
\end{align*}
\]

(7.10)

(for some $\tau > 0$). Conversely, if there exist sequences $(b_n)_n$ and $(\alpha_n)_n$, $0 < \alpha_n \to +\infty$, such that (7.8) and either (7.9) or (7.10) hold, then $(S_{1n} - c_n)_n$ converges in law to $Z$.

As a matter of fact, the above conditions for convergence to $Z$ formally differ from the ones in Theorem 2 in [13], but they are obviously equivalent. In any case, one can use Theorem 4 and Corollary 1 to provide an alternative proof of Theorem 2 in [13]. Indeed, if $S_{1n} - c_n \to Z$, from Theorem 1 in [13] it follows that
\[
T_{1n} - c_n := \frac{1}{\alpha_n} \sum_{i=1}^{n} X_i I_{\{|X_i|<\alpha_n\}}
\]
converges in law to $Z$ for a suitable sequence $\alpha_n \to 0$, and condition (29) in [13] follows from Lemma 1 in [13]. In fact, since $(S_{1n} - c_n, S_{2n} - c_n, \ldots)$ converges in law and $P(S_{1n} \neq T_{1n} \cup \ldots \cup S_{2n} \neq T_{2n}) \to 0$, for every $k$, then $(T_{1n} - c_n, T_{2n} - c_n, \ldots)$ converges in law to the same limit of $(S_{1n} - c_n, S_{2n} - c_n, \ldots)$. Hence, if $\alpha_n/\alpha_n \to 0$, then (6.20) and (6.21) state that such a limit is a mixture of Gaussian laws and, from Theorem 4 applied to $T_{1n} - c_n, T_{2n} - c_n, \ldots$ one deduces (30) in [13]. Alternatively, if $\alpha_n/\alpha_n \to 0$, then (6.19) and (6.21) state that the limit of $(T_{1n} - c_n, T_{2n} - c_n, \ldots)$ is a mixture of degenerate laws and (31) in [13] directly follows from Corollary 1. Conversely, if (25) and (30) ([29] and (31)) in [12] hold, then convergence in law of $(T_{1n} - c_n)$ to $Z$ directly follows from Theorem 4 (Corollary 1). Moreover, from (29) one easily deduces that $S_{1n} - c_n \to Z$.
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