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Abstract

This paper extends one aspect of the US stock market study of Fama (1990) and

Schwert (1990). We examine the relationship between industrial production (IP) growth

rates and lagged real stock returns for the G-7 countries using both in-sample cointe-

gration and error-correction models and the out-of-sample forecast-evaluation proce-

dure of Ashley et al. (1980). The cointegration tests show a long-run equilibrium

relationship between the log levels of IP and real stock prices, while the error-correction

models indicate a correlation between IP growth and lagged real stock returns for all

countries except Italy. The out-of-sample tests show that in several sub-periods the US,

UK, Japanese, and Canadian stock markets enhance predictions of future IP. Ó 1999
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1. Introduction

The discounted-cash-¯ow valuation model states that stock prices re¯ect
investors' expectations about future real economic variables such as corporate
earnings, or its aggregate proxy, industrial production. If these expectations are
correct on average, lagged stock returns should be correlated with the con-
temporaneous growth rate of industrial production. That is, real stock returns
should provide information about the future evolution of industrial produc-
tion. Fama (1990) examines this relation for the US over the 1953±87 period. In
ordinary least-square (OLS) regressions, he reports an R2 value of 0.14 for
12 monthly lags of real stock returns, 0.30 for 4 quarterly lags and 0.44 for a
1-year lag. Schwert (1990) expands the data set to include the entire 1889±1988
period for the US and ®nds results similar to those of Fama. However, as both
authors admit, their results are subject to the limitations inherent in the use of
an in-sample procedure such as OLS, which selects the explanatory variables
on the basis of goodness-of-®t. Disentangling correlation and predictability
within that framework is an impossible task.

The aim of our paper is to examine the relation between industrial produc-
tion (IP) and lagged real stock returns using several di�erent time series
methodologies. Our goal is to build upon the work of Fama (1990) and Schwert
(1990) in two directions. First, we use in-sample time series techniques to
document the industrial production-stock return relation for both the US and
the remaining G-7 countries. Since all of these countries have well-developed
stock markets and high levels of output per capita, stock prices set by rational
investors should exhibit patterns of correlation with the future growth of IP
within each country. Second, we use an out-of-sample time series procedure
developed by Ashley et al. (1980) (AGS) in order to avoid the potential prob-
lems associated with the use of in-sample procedures, such as OLS and Granger
(1980) causality, in testing whether lagged stock returns predict industrial
production growth. Our maintained hypothesis is the same as that in Fama
(1990) and Schwert (1990). If the standard valuation model provides a correct
empirical description of stock market behavior, lagged stock returns will con-
tain forward-looking forecasts of IP and should, therefore, be useful in pre-
dicting the growth rate of industrial production. In our out-of-sample analysis,
however, ``usefulness'' is not de®ned in an absolute sense, but rather relative to
the past information that is already available in the history of industrial pro-
duction. Of course, it is not necessary a priori for ®nancial information to en-
hance real sector forecasts, because there is no guarantee that the ®nancial
sector is prescient with respect to future developments in the real sector. 1

1 In our empirical work we use IP as a proxy for aggregate corporate earnings because IP is the

only aggregate data series available on a monthly basis. It should be noted that our ®ndings may be

sensitive to the choice of IP as the aggregate proxy variable.
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However, a speedy adjustment of ®nancial asset prices to new information
suggests that access to ®nancial information should enhance the empirical
predictability of real economic activity relative to predictions based only on
dated information about IP itself.

Other prior research in this area is focused on the interaction among the
potential determinants of stock prices, a topic that is not the precise focus of
this paper. Lee (1992) uses a standard VAR analysis to investigate the inter-
actions among stock returns, real activity, interest rates, and the in¯ation rate
in the US. His approach, however, is not based on cointegration analysis and
thus may not have adequately addressed the potential unit root problem that is
discussed below. Bittlingmayer (1992), Park (1997), and Gallinger (1994) ex-
amine the in¯uence of various aspects of real activity on stock prices, which is
the opposite relation to that examined in our paper. Closer in focus to our
work is Canova and De Nicolo (1995), who use a three-country model com-
prised of the US, Europe, and the rest of the world to investigate linkages
between domestic output growth and domestic stock returns, and Lo¯und and
Nummelin (1997), who examine the interaction between asset returns and in-
dustrial production growth for Finland and Sweden.

Our results can be summarized as follows. Irrespective of whether
monthly, quarterly or annual data are used, the in-sample cointegration
analysis shows that the log levels of industrial production and real stock
prices are characterized by a stationary linear relation in all G-7 countries. In
addition, as determined by in-sample error-correction models estimated over
all three data frequencies, real stock returns show signi®cant evidence of
short-run causality for the growth rate of industrial production in the US,
UK, Japan, Canada, and Germany. In France, signi®cant evidence of cau-
sality is found only at the quarterly frequency, while Italy fails to show
causality at any data frequency. Thus, use of an in-sample time series
methodology leads to results for the US that are consistent with those of
Fama (1990) and Schwert (1990). Moreover, the Fama±Schwert ®ndings
appear to extend to ®ve additional G-7 countries, in which IP growth is
signi®cantly correlated with lagged stock market information. The out-of-
sample time series procedure, however, poses a di�erent question and comes
up with rather di�erent results. For the out-of-sample forecasts, the key issue
is whether lagged stock market information, which is assumed to contain
forward-looking expectations, improves upon forecasts of IP growth that can
be derived only from considering the past behavior of IP. The out-of-sample
tests reveal that the relative value of stock market information depends
importantly on both the periodicity of the data and the length of the in-
sample estimation period relative to the length of the out-of-sample period.
At a monthly frequency, we ®nd evidence of an enhanced predictability of IP
growth in Japan and the UK and perhaps the US. At a quarterly frequency,
a signi®cant improvement arises for the US, Canada and perhaps Germany.
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It should be noted, however, that this support is not uniform across all of
the estimated lag structures for real stock returns. 2

Interpreted positively, one may conclude that the in-sample pattern of
correlation between IP growth and lagged stock returns that is found in Fama
(1990) and Schwert (1990) for the US can be extended to the UK, Canada,
Germany, Japan, and France but not to Italy. When the question is posed in an
out-of-sample time series framework, however, there are fewer instances in
which the information available in stock market prices can be shown to provide
signi®cant additional insight into the future movements of IP. This ®nding may
arise because IP growth is relatively easier to forecast on the basis of its own
past so that stock market information is redundant; stock market expectations
are too uninformed or too volatile to be of systematic assistance in forecasting
future IP growth, or the variance of innovations in other determinants of stock
prices (e.g., the risk premium and/or risk-free rate) is so high that it overwhelms
the information value of real stock returns for IP growth. We discuss these
possibilities later. We also discuss below some evidence bearing on the po-
tential instability of the stock-return lag structure in the out-of-sample tests for
the US. Such instability suggests that a rational forecaster may fail to take
advantage of US stock market information on a systematic basis. That is, the
forecaster may unwittingly choose an incorrect lag length and thus forego an
improvement in the forecast accuracy of industrial production growth. In
general, therefore, while the in-sample tests indicate the presence of correlation
between IP growth and lagged stock returns, the out-of-sample results suggest
that the ability to exploit this correlation is not pervasive throughout the G-7
countries.

The remainder of the paper is organized as follows: Section 2 describes the
data used in the study. Section 3 presents the results of the in-sample cointe-
gration and causality analysis. Section 4 describes the out-of-sample procedure,
presents the associated test results, and o�ers an interpretation of the disparate
®ndings. Section 5 contains a brief conclusion.

2. Data

The data consist of monthly observations of the aggregate stock price index,
industrial production index, and consumer price index of the G-7 countries ±

2 In a more general setting, the relation between industrial production and lagged real stock

returns may be in¯uenced by additional variables such as the nominal interest rate, rate of in¯ation,

and macroeconomic policy variables. As a bivariate method, the AGS procedure does not enable us

to accommodate the potential joint e�ects of these other variables. Barro (1990), Kaul (1987) and

Geske and Roll (1983), however, do examine such joint e�ects using in-sample regression methods.
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Canada, France, Germany, Italy, Japan, the UK and the US. The data are
from the International Financial Statistics of the International Monetary Fund.
The sample period runs from January 1957 to March 1996.

Table 1 reports summary descriptive statistics of the sample. For the ease of
comparison across the countries, the statistics are presented on a business cycle
frequency for each G-7 country. Following Fama (1990) and Schwert (1990),
we utilize industrial production to both measure real activity and de®ne each
countryÕs business cycle. Depending on whether a monthly, quarterly or annual
time period is used, real stock prices are obtained by dividing the periodÕs
nominal stock price index by the corresponding consumer price index. In our
empirical work, Yt refers to the percentage change (log di�erence) of industrial
production over a given period and St is the similar percentage change of real
stock prices. Table 1 presents the data on a business cycle frequency. The
entries refer to the annualized percentage change (log di�erence) of industrial
production and real stock prices calculated over each indicated growth or re-
cession period. An overall comparison of average stock returns in growth
periods to that in recession periods reveals that average stock returns in growth
periods (8.18%) are higher than those in recession periods (4.77%). Thus, there
is preliminary evidence regarding the positive association between economic
growth and stock price movements in the G-7 countries.

3. In-sample cointegration and error-correction models

The time series analyses that are most complementary to the work of Fama
(1990) and Schwert (1990) are in-sample cointegration and error-correction
models. The ®rst procedure investigates whether two non-stationary time series
exhibit a stable linear relation, while the second can be used to examine the
issue of in-sample causality of stock returns for industrial production.

It is necessary for cointegration that the individual time series be non-sta-
tionary. To investigate the properties of the data, we use the adjusted Dickey
and Fuller (1981) test, according to which a time series xt is non-stationary if
b� 1 in the autoregressive representation,

xt � a0 � a1 t � bxtÿ1 �
Xn

j�2

cjxtÿj � et; �1�

where xt represents a time series, t is a time trend, et is an error term, and a0, a1,
b and cj are parameters. Since the underlying time series data are in levels, we
®rst examine the stationarity of the log levels of industrial production and real
stock prices. The ®rst two columns under the unit root heading in Table 2
report the results of the adjusted Dickey±Fuller unit root tests at monthly,
quarterly and annual frequencies for the G-7 countries. The test statistics
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Table 1

Summary statistics of sample dataa

Country Growth periods Recession periods

Business cycle Annual %

change of

industrial

production

Annual

% real

stock

returns

Business cycle Annual %

change of

industrial

production

Annual

% real

stock

returns

From To From To

US 5/58 1/60 13.40 18.01 1/57 4/58 ÿ9.63 ÿ5.49

3/61 8/69 6.87 5.07 2/60 2/61 ÿ7.19 9.68

8/71 11/73 8.48 1.88 9/69 8/71 ÿ1.90 1.49

4/75 12/78 9.00 6.14 12/73 3/75 ÿ10.20 ÿ8.90

11/82 11/84 10.00 9.61 1/79 10/82 ÿ2.40 7.92

10/86 3/89 4.49 10.51 12/84 9/86 0.97 21.73

6/93 2/95 5.87 6.51 4/89 5/93 0.35 9.77

5/95 3/96 1.21 27.76

UK 3/59 5/60 9.40 27.14 1/57 2/59 ÿ0.46 26.45

2/63 2/65 8.77 5.07 6/60 1/63 ÿ2.18 1.41

9/67 6/69 6.24 13.79 3/65 8/67 0.72 3.54

2/72 2/73 20.72 ÿ6.42 7/69 1/72 ÿ0.43 10.81

9/75 6/79 5.39 17.87 3/73 8/75 ÿ4.28 ÿ12.95

6/81 9/88 3.34 16.26 7/79 5/81 ÿ7.37 13.24

4/93 9/94 5.78 6.82 10/88 3/93 ÿ0.61 8.99

10/94 3/96 1.11 12.10

Japan 7/58 5/70 15.15 10.05 1/57 6/58 0.00 ÿ2.68

11/71 2/74 10.34 30.22 6/70 10/71 0.98 8.67

4/75 2/80 7.76 8.04 3/74 3/75 ÿ15.86 ÿ2.50

3/83 11/84 8.48 22.20 3/80 2/83 0.10 8.78

6/87 11/90 6.39 ÿ6.20 12/84 5/87 ÿ0.05 4.24

1/94 2/96 4.72 2.29 12/90 12/93 ÿ4.46 ÿ5.96

Germany 1/57 2/66 7.00 15.85 3/66 5/67 ÿ8.14 ÿ13.62

6/67 11/70 8.57 5.54 12/70 12/71 ÿ2.08 3.63

1/72 8/73 6.90 0.72 9/73 7/75 ÿ6.66 0.64

8/75 2/80 4.50 0.39 3/80 8/84 ÿ1.07 8.70

9/84 6/91 3.49 10.24 7/91 12/95 ÿ1.48 1.86

France 2/60 8/74 5.60 ÿ0.63 1/57 1/60 4.04 15.26

9/75 8/79 5.55 8.92 9/74 8/75 ÿ9.02 4.25

1/87 8/90 4.02 5.93 9/79 12/86 ÿ0.26 16.61

1/94 8/95 4.38 ÿ12.08 9/90 12/93 ÿ1.09 13.39

9/95 12/95 ÿ5.79 14.69

Italy 5/58 1/64 11.02 11.08 1/57 4/58 2.51 ÿ0.85

9/65 8/69 8.88 5.22 2/64 8/65 0.42 ÿ7.22

2/73 6/74 16.63 10.76 9/69 1/73 2.64 ÿ8.74

10/75 3/80 6.69 7.65 7/74 9/75 ÿ8.72 ÿ24.43

8/83 12/89 4.20 21.38 4/80 7/83 ÿ2.64 28.63

1/90 12/93 ÿ1.00 ÿ4.17
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indicate that the hypothesis of non-stationarity cannot be rejected in any of the
G-7 countries for either time series, irrespective of the time frequency consid-
ered. Thus, the time series in log levels satisfy the necessary condition for co-
integration. We next examine the stationarity of the ®rst di�erence of each time
series (i.e., the log di�erence of real stock prices and industrial production),
and, as shown under the ®rst di�erence columns in Table 2, ®nd that the null
hypothesis of non-stationarity is rejected for both series. IP growth and real
stock returns, therefore, cannot be cointegrated.

Given the non-stationarity of the log levels of IP and real stock prices, the
cointegration of these two time series is addressed by estimating the following
regressions:

yt � a� b st � et; �2�

et ÿ etÿ1 � ÿbetÿ1 � ht; �3�

where yt and st represent the log levels of industrial production and real stock
prices, respectively, and et and ht are error terms. Following Engle and Granger
(1987), if b is signi®cantly di�erent from zero, yt and st are said to be cointe-
grated. The results of this signi®cance test are given under the cointegration
column in Table 2 and show that the log levels of IP and real stock prices are

Table 1 (Continued)

Country Growth periods Recession periods

Business cycle Annual %

change of

industrial

production

Annual

% real

stock

returns

Business cycle Annual %

change of

industrial

production

Annual

% real

stock

returns

From To From To

Canada 1/59 3/60 7.29 ÿ6.89 1/57 12/58 1.25 ÿ1.82

5/61 3/69 7.47 6.58 4/60 4/61 2.81 23.64

11/70 5/74 8.04 3.18 4/69 10/70 0.11 ÿ13.06

11/75 9/79 4.51 15.93 6/74 10/75 ÿ5.52 ÿ5.57

1/83 5/88 6.25 9.06 10/79 12/82 ÿ5.00 6.79

1/92 1/95 5.49 3.65 6/88 12/91 ÿ2.59 0.58

2/95 3/96 ÿ0.63 17.32

Average 7.68 8.18 ÿ2.43 4.77

S.d. 3.65 8.88 4.17 11.75

Median 6.89 7.23 ÿ1.07 4.24

a The duration of the business cycle is determined by the turning points of the industrial production

index. The growth rate of real activity over each phase of the cycle is measured by the annualized

monthly percentage change of the industrial production index. Similar business cycle calculations

are made to obtain the annualized percentage change in real stock prices.
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cointegrated in each of the G-7 countries at either monthly, quarterly or yearly
frequencies. Thus, from a long-run equilibrium perspective neither of these two
variables drifts apart in any of the G-7 countries.

Given that the log levels of IP and real stock prices are cointegrated, we
estimate an error correction model for the growth rate of industrial production.
This model expresses the growth rate of industrial production (Yt) in terms of
lagged IP growth rates, lagged real stock returns (St) and a lagged cointegration
error term:

Yt �
Xm

j�1

atÿjStÿj �
Xm

i�1

bjYtÿi � detÿ1 � /t; �4�

where etÿ1 is the residual from Eq. (3) and /t is a random error term.
Eq. (4) bears the closest resemblance to the speci®cation used by Fama

(1990) and Schwert (1990). However, the error correction term, detÿ1, is an
additional element that in¯uences the estimated coe�cients in the lags of IP
growth and real stock returns. These lagged coe�cients are not unconstrained
but must keep the underlying log-level series su�ciently close to their long-run
equilibrium relationship. The results of the error-correction model are reported
under the causality-ECM heading in Table 2. We ®rst note that the R2 value
for the US. at any frequency is higher than the comparable R2 reported by
Fama. This arises because estimating Eq. (4) without an error-correction term
represents a misspeci®cation when the log-levels of the two series are cointe-
grated. More importantly, the results indicate that for the three data fre-
quencies considered ®ve countries, the US, UK, Japan, Germany, and Canada,
show signi®cant short-run in-sample causality of real stock returns for IP
growth at approximately the 5% level or better in a two-tailed v2 test. 3 There is
also evidence of causality in France at the quarterly frequency. Only Italy fails
to show any support for the in-sample causality of real stock returns.

The in-sample cointegration and error-correction models provide both a
broad con®rmation of the Fama±Schwert ®nding for the US and an extension
of their result to ®ve of the six remaining G-7 countries, with Italy as the sole
exception. Our results are also consistent with those of Kaul (1987), who uses a
regression approach similar to that of Fama (1990) in modeling IP growth in
Canada, Germany, the UK and the US and reports a signi®cant in¯uence of
lagged stock returns on IP growth in each country. The relation between IP
growth and lagged stock returns has, therefore, been examined with di�erent

3 The values of the lag length, m, are 24, 8 and 2 for monthly, quarterly, and annual data,

respectively.
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estimation techniques, over di�erent time periods, and with di�erent countries
included. The conclusion seems inescapable. When the investigator possess-
es knowledge of the data over the entire sample period and uses that data
to estimate the in-sample relationship between IP growth and real stock
returns, lagged values of real stock returns are found to be signi®cantly
correlated with the contemporaneous value of the IP growth rate in six of the
G-7 countries.

4. Out-of-sample AGS prediction tests

4.1. Methodology

The in-sample analysis shows that IP growth and lagged stock returns are
correlated over the entire sample period in six out of seven G-7 countries. An
in-sample correlation, however, is an ex post property of the data. An alter-
native analysis focuses on the out-of-sample predictive power of time series
models and thus provides an ex ante view of the causal relation between IP
growth and lagged real stock returns. According to this approach, the im-
portance of stock returns for industrial production is determined by its ability
to improve forecasts of industrial production over a portion of the sample that
has not been used to estimate the underlying relationships.

For the out-of-sample tests, we use a minor modi®cation of a procedure
developed by Ashley et al. (1980). Letting Y represent the rate of growth of
industrial production and S real stock returns, AGS de®ne causality in the time
series sense as follows:

S is said to cause Y if MSE(Y ; S) is signi®cantly smaller than MSE(Y ),
where MSE(Y ) is the population mean-square of the one-step-ahead fore-
casting errors of Yt�1 using a linear model based on Ytj, and MSE(Y ; S) is
the population mean-square of the one-step-ahead forecasting errors of
Yt�1 using a bivariate linear model based on Ytj and Stj, where
j � 0; 1; . . . ;m and signi®es the number of lags.

AGS use an ARIMA model to determine the structure of the linear forecasting
equation from which MSE(Y ) is obtained, and a heuristic cross-correlogram
analysis to determine the structure of the linear bivariate forecasting equation
that is used to obtain MSE(Y ; S). Because of speci®cation and sampling errors,
no straightforward test is available to determine the signi®cance of the relative
improvement in the one-step-ahead forecasts.

To test for signi®cant di�erences between MSE(Y ) and MSE(Y ; S), AGS
propose the following test procedure. Denote e1 and e2 as the forecasting errors
of the univariate Y-model and the bivariate Y, S-model, respectively and de®ne
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dt � e1t ÿ e2t and Rt � e1t � e2t: Letting COV and l represent the out-of-
sample covariance and mean, respectively, AGS show that the mean-square
errors of the univariate model are signi®cantly greater than the mean-square
errors of the bivariate model, if the null hypothesis of COV(d;R� � 0 and
l�d� � 0 is rejected in favor of the alternative hypothesis that both of these
quantities are non-negative and at least one is positive. AGS show that this is
equivalent to testing the null hypothesis that a0 � a1 � 0 against the alternative
that both are non-negative and at least one is positive in the following re-
gression: 4

dt � a0 � a1 Rt� ÿ l Rt� �� � wt; �5�
where wt represents a random error term.

To implement Eq. (5), we use the following procedure: (a) an in-sample
univariate ARIMA model is estimated for each time series of the growth rate
of industrial production using the Box and Jenkins (1970) procedure; (b) an in-
sample bivariate model of the growth rate of industrial production that in-
cludes both lagged industrial production growth and lagged real stock returns
is also estimated; (c) the univariate and bivariate models are used to generate
one-step-ahead forecasts for a preassigned out-of-sample period; and (d) the
AGS test based on Eq. (5) is used to compare the relative signi®cance of the
forecasting errors of the two models. 5

Following the AGS (Ashley et al., 1980) procedure, we estimate the fol-
lowing in-sample univariate and bivariate models by ordinary least-squares to
obtain our out-of-sample forecasting equations:

Yt � a0 �
Xm

i�1

aiYtÿi � e1t; �6�

Yt � b0 �
Xm

i�1

biYtÿi �
Xn

j�1

cjStÿj � e2t: �7�

4 For a detailed description of this test, see AGS (Ashley et al., 1980, pp. 1154±1155).
5 The second step (b) in the above procedure requires the identi®cation and estimation of an in-

sample bivariate model that is to be used for out-of-sample forecasting. In AGS paper (Ashley et al.,

1980), both economic theory and heuristic in-sample information about the cross-correlograms of

the residual ARIMA series are used to determine a speci®c set of lags for the bivariate model. For

our study, however, economic theory is vague about the precise lag relationship between industrial

production growth and real stock returns. In the absence of economic theory and to avoid the use

of heuristic information, we use in-sample information to estimate an upper bound on the length of

the lag structure for real stock returns in the bivariate model of industrial production growth. It

should be noted that our focus on the length of the lag structure rather than on the choice of a

speci®c set of lags represents a minor modi®cation of the original AGS (Ashley et al., 1980)

procedure.
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The length of the lag for industrial production growth, m, is set equal to 3 in
the model using monthly data and to 2 in the quarterly model. The lag length
for real stock returns, n, is set equal to 12, 18 or 24 in the monthly model and to
4, 6 or 8 in the quarterly model. For the monthly model, the m � 3 lag in Eq. (6)
is generally consistent with the results of the ARIMA models in which the
length of the autoregressive lag for industrial production never exceeds three
months, irrespective of the assumed length of the in-sample period. For the
quarterly model, a lag length of 2 is also generally consistent with the ARIMA
results. Regarding the length of the lag for real stock returns, n, we use a v2 test
to search for a signi®cant lag length and ®nd that it di�ers in each country.
Therefore, we report the results of the AGS test in Eq. (7) for each of the al-
ternative monthly and quarterly lag lengths of n.

We derive results for two arbitrary out-of-sample forecasting periods. The
®rst uses 50% of the data for each country to construct in-sample estimates of
Eqs. (6) and (7) and thus the remaining 50% is used to evaluate the forecasting
properties of Eq. (7) relative to Eq. (6). The 50% in-sample period runs from
January 1957 to July 1976. The second out-of-sample period uses 75% of the
data for in-sample estimation and 25% for out-of-sample forecast evaluation.
The 75% in-sample period runs from January 1957 to April 1986. AGS (Ashley
et al., 1980) use an 80/20 in/out ratio in their empirical work but suggest that
the out-of-sample period should be lengthened to provide more accurate out-
of-sample tests. Our choice of the two out-of-sample periods follows the AGS
suggestion. 6

Following the AGS procedure, we estimate ARIMA models for industrial
production growth in each of the G-7 countries based on in-sample data. These
models are estimated for the cases when the in-sample period contains either
75% or 50% of the available data. The results are reported in Table 3 for both
monthly and quarterly frequencies. Note, in addition, that the Ljung±Box test
for white noise residuals is performed for up to either 12 or 24 lagged residuals.

Using monthly data, the autoregressive lag structure in four countries,
Canada, Italy, France and the UK, is una�ected by the assumed length of the
in-sample period. In addition, the hypothesis of white noise residuals cannot be
rejected at the 5% level in any of these four countries. On the other hand, in the
ARIMA models for the US, Germany and Japan, the reported v2 values in
Table 3 indicate rejection of the null hypothesis of white noise residuals at the
5% level for either the 12 or 24 lagged residual length. However, at the more
stringent 1% level the white noise hypothesis cannot be rejected in these three
countries. Overall, therefore, the monthly growth rate of industrial production

6 It should be emphasized that for the purpose of generating one-step-ahead out-of-sample

forecasts, the univariate and bivariate models are re-estimated on the basis of new information.
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is adequately represented by an ARIMA process in four of the relatively
smaller G-7 countries, while it is only marginally acceptable in the three largest
countries.

Using quarterly data, Japan is the only country that systematically rejects
the hypothesis of white noise residuals at the 5% level, but not at the more
stringent 1% level. There is also a marginal rejection in France for the 75% in-
sample period at 12 lagged residuals. When the residual lag is increased to 24,
however, the hypothesis of white noise residuals cannot be rejected in France.
Overall, therefore, ARIMA modeling of IP is satisfactory in six of the G-7
countries. Only Japan indicates marginal acceptance of the ARIMA model for
quarterly data.

Table 3

In-sample ARIMA models of industrial production growth rates: A calibration for the AGS

modela

Country In-sample 50% In-sample 75%

p d q v2
12ÿpÿq v2

24ÿpÿq p d q v2
12ÿpÿq v2

24ÿpÿq

Monthly data

US 2 0 2 16.3� 33.8� 3 0 2 9.2 33.1�

UK 1 0 2 7.8 26.3 2 0 1 9.3 31.9

Japan 3 0 2 14.5� 31.3� 3 0 3 13.5� 28.1

Canada 2 0 2 3.9 25.0 2 0 2 14.9 22.9

France 2 0 0 5.3 7.5 2 0 1 2.3 4.8

Germany 2 0 4 19.7� 28.3 2 0 4 14.2� 26.8

Italy 2 0 2 9.9 27.9 2 0 2 6.8 25.7

Quarterly data

US 2 0 2 7.5 11.6 2 0 2 8.5 20.0

UK 1 0 2 6.4 13.6 2 0 2 9.7 15.8

Japan 3 0 2 13.0 30.5� 2 0 2 18.4� 33.9�

Canada 2 0 2 10.1 20.7 2 0 2 9.1 17.6

France 2 0 0 12.8 15.9 2 0 0 18.8� 25.1

Germany 2 0 2 12.5 17.0 2 0 2 13.1 7.5

Italy 2 0 2 9.6 21.4 2 0 2 9.7 17.1

a The table indicates the number of signi®cant terms for the autoregressive (p), moving average (q)

and di�erence (d) components in the ARIMA models of the logarithmic di�erence of industrial

production for the alternative countries, where the in-sample length refers to the use of either 50%

or 75% of the entire data set. Results are reported using either monthly or quarterly data. The

Ljung±Box test for model adequacy is

v2 � N
XL

k�1

r2
k�e�;

where e represents the moving average shock terms, rk is the residual autocorrelation of lag k, L is

the number of residual autocorrelations (either 12 or 24 in our tests), and N is the number of re-

siduals in the estimated equations (number of observations minus L). v2 is distributed v2 with

Lÿ p ÿ q degrees of freedom. The null hypothesis assumes white noise residuals.
* Represents rejection of the null at the 5% level.
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4.2. AGS out-of-sample tests

Table 4 displays the results of the out-of-sample tests of the relative im-
portance of real stock returns for predictions of IP growth for two out-of-
sample forecasting periods: a 50/50 in/out-of-sample division of the data and a
75/25 in/out division. Because the lag structure of real stock returns in the
bivariate model is indeterminate theoretically, we examine three alternative lag
lengths: 12, 18, and 24 months in the monthly model and 4, 6, and 8 quarters in
the quarterly model. The null hypothesis of a shorter real-stock-return lag
length can be tested at both 18 and 24 monthly lags and at 6 and 8 quarterly
lags. The column labeled p12 provides the p-value for the null hypothesis of 12
monthly lags against the alternative of 18 monthly lags, p18 for the null of 18
lags against 24 monthly lags, p4 for the null of 4 versus 6 quarters, and p6 for
the null of 6 against 8 quarters.

We ®rst examine the monthly results in Table 4. The shape of the in-sample
lag length for real stock returns in the monthly model varies by both country
and the length of the in-sample estimation period. In the case of the US, the p-
values for the 50/50 division indicate that one would reject 24 lags in favor of
18 and then reject 18 lags in favor of 12. On the other hand, for the 75/25
division, one would continue to reject 24 lags in favor of 18 but accept 18 lags
rather than 12. Thus, increasing the length of the in-sample estimation period
lengthens the lag on real stock returns for the US. Similar logic indicates a lag
length of 24 months for the UK and Japan, and 12 months for Canada and
Germany. France and Italy behave in a fashion similar to that of the US. In the
case of France, the 50/50 data division implies an 18-month lag, while the 75/25
division leads to a 24-month lag. For Italy, the lag is 12 months for the 50/50
division and 18 months for the 75/25 division.

In the AGS procedure, causality is de®ned in terms of the relative im-
provement in the out-of-sample one-step-ahead forecasts. 7 Inspection of the
monthly panel in Table 4 shows that the relative impact of using lagged real
stock returns to predict the real sector is quite diverse across the G-7 countries.
First, there is no con®rming evidence of a signi®cant stock market e�ect on
monthly forecasts of IP growth in Canada, France, Germany, and Italy. As

7 We have also performed out-of-sample tests for the case in which the in-sample period is

truncated 12 months prior to the last observed business cycle turning point in each country. Out-of-

sample forecasting was conducted for at least 24 months, 12 months prior to the last turning point

and a minimum of 12 months following the last turning point. None of the out-of-sample test

statistics were signi®cant. However, two aspects of this experiment may lead to biased results. First,

using a single turning point for out-of-sample forecasting in each country may create a sample size

problem. Second, knowledge of the dating of a turning point implies overly strong a priori

information on the part of the econometrician. The test statistics in Table 4 should be immune to

both of these problems.
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Table 4

AGS tests of lagged real stock returns for industrial production growth: Alternative out-of-sample

forecasting periods and lag lengths for real stock returnsa

Monthly data

Country In/out-of-

sample period

12 lags 18 lags p12 24 lags p18

US 50/50 0.947 0.874 0.851 0.897 0.220

75/25 1.055 1.079 0.019 1.092�� 0.468

UK 50/50 1.068 1.049� 0.093 1.338� 0.021

75/25 1.152 1.089� 0.030 1.070� 0.078

Japan 50/50 1.162� 1.142� 0.027 1.139� 0.072

75/25 1.211 1.139� 0.004 1.150� 0.081

Canada 50/50 0.874 0.928 0.273 0.953 0.690

75/25 1.036 1.202 0.169 1.192 0.602

France 50/50 0.521 0.516 0.001 0.514 0.501

75/25 0.525 0.909 0.001 0.859 0.033

Germany 50/50 0.865 0.864 0.689 0.812 0.220

75/25 0.984 1.074 0.615 1.086 0.168

Italy 50/50 0.678 0.592 0.200 0.582 0.110

75/25 0.981 0.976 0.098 0.983 0.384

Quarterly data

Country In/out-of-

sample period

4 lags 6 lags p4 8 lags p6

US 50/50 1.339� 1.441� 0.780 1.363� 0.497

75/25 0.847 1.065 0.986 1.092 0.998

UK 50/50 1.061 1.127 0.839 1.220 0.529

75/25 0.809 1.056 0.320 1.374 0.805

Japan 50/50 1.001 1.044 0.976 1.118 0.223

75/25 1.035 1.058 0.783 1.153 0.68

Canada 50/50 1.256� 1.288� 0.548 1.378� 0.246

75/25 1.050 1.107 0.891 1.130 0.318

France 50/50 0.825 0.850 0.783 0.963 0.869

75/25 0.749 0.768 0.360 1.220 0.338

Germany 50/50 1.105 1.204 0.465 1.315� 0.305

75/25 0.949 1.112 0.415 1.314 0.417

Italy 50/50 0.992 1.185 0.653 1.640 0.679

75/25 1.089 1.384 0.271 1.802 0.288

a The table reports the ratio of MSE(Y) ± the mean-square forecast error of the univariate model of

industrial production growth ± and MSE(Y ; S), the mean-square forecast error of the bivariate

model of industrial production growth and real stock returns. This test has been suggested by AGS

(Ashley et al., 1980), in which the following regression is estimated:

dt � a0 � a1 Rt� ÿ l Rt� �� � Wt ;

where dt � e1t ÿ e2t; Rt � e1t � e2t; and e1 and e2 are the forecasting errors of the univariate and

bivariate models, respectively. If a0 � a1 � 0, the null hypothesis cannot be rejected against the

alternative that both are non-negative and at least one is positive. Out-of-sample forecasting is

conducted over two alternative divisions of the data, one containing a 50/50 split between esti-

mation and forecasting periods and the other a 75/25 split. The p-values refer to tests of the sig-

ni®cance of alternative lag lengths for real stock returns in the bivariate model of industrial
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noted above, the shortest feasible lag length of real stock returns for Canada
and Germany is 12 months. Thus, the ®ndings against a signi®cant out-of-
sample stock market e�ect in these two countries may simply re¯ect the fact
that a signi®cant in-sample lag for real stock returns, if any, is shorter than 12
months. We have not investigated a shorter lag length because of the need to
capture at a minimum a full seasonal (i.e., 12 months) pattern of lagged e�ects
of real stock returns. A similar rationale for using 12 monthly lags underlies the
Fama±Schwert methodology.

Second, the UK and Japan provide striking evidence in support of an en-
hanced real sector predictability at the 5% level, irrespective of the length of the
in-sample estimation period. In both countries, selection of a 24-month stock-
return lag, which is consistent with the p-values in Table 4, provides improved
forecasts of IP growth relative to the forecasts made without using stock return
data. Moreover, the use of an even shorter, and potentially inferior, 18-month
lag length also produces signi®cant evidence of stock market causality. Thus, in
the case of both the UK and Japan, a rational forecaster, using hypothesis tests
to determine the lag length of real stock returns in the estimated in-sample
equations, would have been able to improve the out-of-sample forecasts of IP
growth relative to alternative forecasts based only on the history of IP growth.

How does one interpret the monthly results for the US in Table 4? The table
indicates that lagged US stock returns communicate relatively valuable infor-
mation about the monthly movements of US industrial production at the 10%
level for the 75/25 division of the data. However, this positive evidence occurs
at 24 monthly lags of real stock returns rather than at the signi®cant in-sample
lag length of 18 months. Based on in-sample estimation, therefore, it is likely
that a rational forecaster would have failed to exploit the in-sample informa-
tion that is evidently contained in the 24-month lag.

Monthly data are inherently more volatile than quarterly data. Thus, the
question arises whether the quarterly out-of-sample predictions of IP growth
can be improved through the use of lagged quarterly real stock returns. The
panel referring to quarterly data in Table 4 presents evidence on this issue.
First, and in sharp contrast to the monthly results, the p-values indicate that
the in-sample lag length is uniformly 4 quarters, irrespective of either the
speci®c country considered or the arbitrary division of the data into in-and out-
of-sample periods. Second, in the UK, Japan, France, and Italy lagged stock

Table 4 (Continued)

production growth. The null for p12 is 12 monthly lags of real stock returns against 18 lags, while

the null for p18 is 18 lags against the alternative of 24 monthly lags. The null for p4 is 4 quarterly

lags versus 6, and for p6 the null is 6 quarterly lags against the alternative of 8.
* Indicates that this ratio is signi®cantly greater than unity, implying that the null hypothesis of no

causality is rejected at the 5% level.
** Indicates that this ratio is signi®cantly greater than unity, implying that the null hypothesis of no

causality is rejected at the 10% level.
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returns have no signi®cant additional e�ect on the predictions of quarterly IP
growth. This result concurs with the monthly ®ndings for France and Italy, but
is at odds with the monthly results for the UK and Japan, in which improved
IP growth forecasts are achieved with stock return lag lengths of either 18 or 24
months. Third, the German stock market appears to enhance forecasting of the
real sector when 8 quarterly lags are used for in-sample estimation. However,
given the available in-sample p-values in Table 4, it is unlikely that a rational
forecaster would have selected 8-quarter lag length for real stock returns.

For the US and Canada, the quarterly results, in contrast to the monthly
®ndings, reveal an entirely di�erent picture regarding the relative importance of
lagged stock returns. Irrespective of the length of the lag structure, stock re-
turns lead to improved forecasts of IP growth at the 10% level for the 50/50
data division. Most importantly, this signi®cant enhancement is consistent with
the a priori choice of lag structure by a rational forecaster, since 4 quarterly
lags would have been selected on the basis of in-sample information. As the
data division is changed to the 75/25 split, however, the signi®cant in¯uence of
lagged stock returns on IP growth forecasts disappears in both countries. This
result shows that the assumed length of the in-sample estimation period relative
to the out-of-sample forecasting period can importantly in¯uence the infer-
ences drawn under the AGS procedure. As noted above, AGS (Ashley et al.,
1980) argue that a 20% out-of-sample forecasting period is likely to be
too short, which supports our choice of longer 25% and 50% out-of-sample
periods.

4.3. Interpretation of the AGS results

How can we reconcile the di�erent ®ndings between the in-sample error-
correction models and the out-of-sample AGS tests and between the monthly
and quarterly AGS tests? The in-sample time series estimation procedure is
designed to ®nd patterns of correlation between IP growth and lagged real
stock returns. These in-sample correlation patterns can emerge, however,
without any implication that stock returns are prescient about the future path
of industrial production. For example, suppose that real stock returns and IP
growth are contemporaneously correlated. If IP growth exhibits persistence, in-
sample estimation will discover that lagged stock returns are correlated with
current IP growth. On the other hand, the AGS out-of-sample procedure seeks
to determine whether the estimated in-sample correlation patterns can provide
an advantage to a forecaster who has access to an alternative simpler fore-
casting instrument, namely, a model that uses only lags of IP growth to
forecast itself. In this view, IP evolves over time independently of stock returns
and is determined by real sector forces such as technological change and other
labor force and demographic characteristics. These in¯uences change gradually
and thus IP growth exhibits sluggish, backward-looking behavior. Since the
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value of the aggregate stock market is assumed to depend on the future evo-
lution of IP, forward-looking investors have an incentive to anticipate inno-
vations in the path of IP, which in turn would be incorporated into immediate
changes in real stock returns. Assuming that these revised expectations are on
average correct, a forecaster, using data on real stock returns, would thus be
able to anticipate a component of future IP growth that could never be pre-
dicted from the past history of IP itself. In this restricted sense, therefore, the
AGS procedure allows us to determine positive instances of prescience in the
stock market, an issue that cannot be addressed by any in-sample estimation
procedure. The disparate ®ndings between the error correction models and the
AGS tests are not in con¯ict because these two time series approaches are not
investigating the same question. IP growth and lagged stock returns may ex-
hibit a high degree of in-sample correlation, but lagged stock returns may,
nonetheless, perform relatively poorly in forecasting out-of-sample IP growth.

To interpret the international di�erences in the AGS results, we should ®rst
realize that lagged stock returns may be especially advantageous in forecasting
IP growth whenever there is a potential di�culty in modeling IP growth with
its own lags. The ARIMA results in Table 3 can be used to examine this issue.
In the monthly panel, there are eight starred values under the v2 columns that
indicate some degree of uncertainty about the overall adequacy of the ARIMA
model for IP growth. The AGS test results in Table 4 con®rm the relative
importance of the stock market in four of these eight cases, i.e., the US (24 lags,
75% in-sample) and Japan (12 and 24 lags, 50% in-sample; 12 lags, 75% in-
sample). The four other monthly ARIMAs (two in the US and two in Ger-
many) indicate a potential for lagged stock market information to emerge as a
signi®cant input into monthly IP growth forecasts, but the stock markets in
both countries fail the AGS test. For the other four countries, the UK, Can-
ada, France, and Italy, there are sixteen adequately estimated monthly models
according to Table 3 and only two instances in Table 4 (UK, 24 lags, 50% and
75% in-sample) in which lagged stock returns lead to improved IP growth
forecasts. At the monthly frequency, the AGS procedure imposes a stringent
requirement on the prescience of the stock market. If past values of IP growth
adequately predicts its future evolution, the stock market generally assumes a
passive forecasting role. 8

Regarding the prescience of the domestic stock market for domestic real
activity in the G-7 countries, we o�er possible explanations for our ®ndings,

8 The quarterly ARIMA results in Table 3 are not especially useful in interpreting the quarterly

AGS results in Table 4 because the standard lag lengths for evaluating white noise residuals in

ARIMAs are 12 and 24, which in the quarterly models represent 3 and 6 years, respectively. These

lag lengths do not overlap the lengths of 4, 6 and 8 quarters for real stock returns that are used in

the VARs in constructing the AGS tests.
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which should be viewed as preliminary and speculative. The essence of the
AGS procedure is the creation of IP growth forecasts from its own past. On a
monthly and quarterly basis, the ARIMA results in Table 3 indicate that this
task is relatively less problematic in France and Italy compared to the US and
Japan. Over much of the out-of-sample forecasting periods considered, the
French government was socialistic and nationalized large ®rms in several in-
dustries, while Italy operated with a large fraction of its industrial base under
government control. Government-centered decision making tends to be less
innovative and oriented towards stable rather than variable growth. In such an
environment IP growth forecasts are likely to be highly correlated with past IP
growth. Moreover, with a relatively large fraction of IP controlled by the
government, the domestic stock markets in Italy and France would tend to be
decoupled from the real sector. This latter feature may be especially relevant in
interpreting the error-correction results for these two countries in Table 2. On
the other hand, in innovative countries, such as the US, Japan, Canada and
Germany, forecasting IP growth solely on the basis of its own past should be
inherently more di�cult, as is borne out in the monthly ARIMAs for Japan,
Germany, and the US. The stock markets in these countries can play a more
important role in gathering and evaluating information about future changes
in IP growth that are not predictable from observations of its own past. This
attribute seems to be especially borne out for Japan at the monthly frequency
and for the US and Canada at the quarterly frequency. Germany is more
problematic because it is uncertain whether a rational forecaster would have
discovered the correct in-sample lag structure for stock returns. Finally, the
behavior of the UK is also puzzling. At a monthly frequency, the ARIMA in
Table 2 appears well-behaved, but the stock market is nonetheless informative
about IP growth. Perhaps, the change to a conservative government and the
slow dismantling of state-run enterprises in the UK over the out-of-sample
period provide an opportunity for enhanced stock market forecasts of real
activity. Other hypotheses, such as the in¯uence of multinational ®rms, are
topics for future research.

5. Summary and conclusion

This paper has examined the relationship between lagged real stock returns
and the growth rate of industrial production for the G-7 countries using both
in-sample cointegration and causality tests and an out-of-sample forecasting
procedure introduced by Ashley et al. (1980). Our investigation was motivated
by the Fama±Schwert results for the US in which in-sample goodness-of-®t
tests are used to establish a relationship between industrial production growth
and lagged real stock returns.
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The results of our in-sample tests show that the log levels of industrial
production and real stock prices are cointegrated in all G-7 countries. In ad-
dition, over a short-run horizon the error correction models indicate that the
growth rate of industrial production is correlated with lagged real stock returns
at some data frequency in six G-7 countries with Italy the exception. When the
hypothesis of improved predictions of industrial production growth is analyzed
with the out-of-sample AGS procedure, only the monthly results in the UK,
Japan and perhaps the US and the quarterly results in Canada, the US and
perhaps Germany show signi®cant support for the hypothesis. Nonetheless,
these ®ndings tell us something that was not known previously. Prior research
could not adequately address the issue of stock market prescience for the real
sector because the estimation methods used are based on in-sample correlation,
which could arise whether the stock market is prescient or not. The AGS
procedure surmounts this stumbling block by comparing the out-of-sample
forecasts of two competing algorithms. Stock market prescience can be iden-
ti®ed with a signi®cant relative improvement in forecast accuracy. We have
found that the stock market is not prescient in every G-7 country because IP
growth is sometimes so predictable that the stock market can make only a
relatively minor contribution to understanding its future evolution. But we
have also found evidence in the US, Canada, Japan, and the UK that domestic
stock markets do incorporate information about future industrial production
growth that is unavailable in only backward-looking data. In that sense, these
G-7 stock markets are prescient for the real sector of their respective econo-
mies.
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