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FINANCIAL	ECONOMETRICS	AND	EMPIRICAL	FINANCE		
‐	MODULE	2	

	

Exam	–	June	2019	
Time	Allowed:	85	minutes	

  
Please	answer	all	the	questions	by	writing	your	answers	in	the	spaces	provided.	
No	additional	papers	will	be	collected	and	therefore	they	will	not	be	marked.	You	
always	need	to	carefully	justify	your	answers	and	show	your	work.	If	you	**feel**	
that	you	**need**	to	make	any	assumptions	to	answer	a	question,	please	do	so—
your	assumption	will	be	evaluated	along	with	your	answer.	The	exam	 is	closed	
book,	closed	notes.	You	can	withdraw	until	10	minutes	before	the	due	time.		
 
 
Question	1.A	(6.5	points)	

Consider a bivariate VAR(2) model for the yields of 1-month T-bills and of 10-year Treasury 

notes (𝑦  and 𝑦 , respectively . Write: 

 The structural, unconstrained VAR(2) that includes contemporaneous effects between 

the two markets. 

 The implied, unconstrained reduced-form VAR(2). 

Explain through which steps it is possible to transform the structural VAR model into the 

reduced-form one (algebra is not required, unless it helps you to provide an efficient answer). 

How would/could you estimate the reduced-form model? Explain what issues/limitations are 

caused by the transformation of a structural VAR into a reduced-form model. Discuss how these 

limitations will affect the estimation of the impulse response functions (IRFs).  

 

Debriefing: You were expected to write the following structural model (and not the generic 

VAR(p) model, be warned): 
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.	In	order	to obtain the reduced form, the structural model needs to be multiplied 

by 𝐁 , which leads to  
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𝐲𝒕 𝐚 𝐀 𝐲 𝐀 𝐲 𝐮  

where the errors, 𝐮  are now a composite of the structural innovations and therefore they are not 

uncorrelated. See pages 83-86 of the book, copied below for your perusal. 
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Question	1.B	(2	points)	

Mitchell Dot Rink, a summer analyst at Gordon Socks, is estimating the VAR(2) model discussed 

in Question 1.A for the yields of 1-month T-bills and 10-year Treasury notes. He claims that he 

knows that, based on accepted theory, while shocks to 1-month T-bill yields do immediately 

affect 10-year Treasury yields, shocks to 10-year Treasury yields affect 1-month T-bill yield 

only with one lag. Therefore, so he claims, a Cholesky decomposition is not needed to identify 

such a model. Do you agree with Mitchell’s conclusions? Carefully explain your answer.  

 

Debriefing:	MDR is not correct. The fact that he knows a theoretical relationship does not 

guarantee that he will find uncorrelated errors when he estimates the reduced form model. 
However, the theory tells him exactly which restriction he should impose, i.e., 𝑏 , 0 

(referring to the model specified in question 1.A. This is equivalent to a Cholesky decomposition 

where the 1-month T-bill comes first in the ordering.  
 
	

Question	1.C	(1.5	points)	

Mitchell has now extended his VAR(2) model to include also 1- and 5-year Treasury yields and 

he would like to test Granger causality among the four series. Therefore, he has produced the 

output below. Looking at the table he has concluded that the 1-month yield is not Granger-

caused by any other series, while it Granger-causes all of the others. After having briefly defined 

what Granger causality is, discuss whether you agree with Mitchell’s conclusions. Clearly justify 

your answer.  

 
 

Debriefing:	The output should look familiar as it comes from Example 3.9 in the book. As one 

can see, Mitchell is not right because the 1-month yield is Granger caused by the 1-year yield 

(and, to some extent, by the 5-year yield, at a 10% confidence level). In addition, it does not 
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seem to Granger-cause the 10-year yield. Definition of Granger causality can be found at page 

108 of the book (copied below).  

 
 
Question	2.A	(6.5	points)	

Describe the two alternative (univariate and multivariate) ways to test for cointegration. In 

particular, be sure to discuss when each of the two tests is most appropriate and what is the 

rationale behind each of them, together with the steps that are required to implement the tests. 

Also discuss what are the main drawbacks of the Engle and Granger’s test. What does it mean 

that Engle and Granger’s test suffers from a “generated regressors problem”? Be sure to 

carefully justify your answer. 

Debriefing:	 
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Question	 2.B	 (2	 points).	 Mango Bell, a junior analyst at Linova & Co, is studying the 

relationship between two series, namely a stock price and the associated earning-price ratio, 

which are both I(1). Mango has found out that the two series are cointegrated, therefore he 

decides to proceed to estimate a regression of the stock price over the price earning ratio. 

However, his boss claims that he has done a mistake since regressing two I(1) series one over 

the other leads to a spurious regression. Do you agree with Mango’s boss? Carefully justify your 

answer; note that you are not asked to define cointegration. 
 

Debriefing:	Mango’s boss is not correct: it is true that regressing two I(1) series one over the 

other may lead to a spurious regression. However, since the two series are cointegrated, not 

only the results from OLS estimates will be valid, but the OLS estimator will be super-consistent.  
 

Question	2.C	(2	points).	With reference to weekly, constant-maturity US Treasury nominal 

rates (assumed to be I(1)) for the maturities 1- and 6-month, 1-, 3-, 7-, and 10-years and a 

January 8, 1982-December 30, 2016 sample, the following output shows the results of a 

standard Johansen’s test. 
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You care for cointegration because according to the expectation hypothesis (EH) of the term 

structure of interest rates, at least over the long-run it should happen that appropriately scaled 

sums of expected rates should equal the current rate minus a constant risk premium that 

rewards habitat effects and liquidity preference in favor or short-term bonds. Does the 

Johansen’s test lead to identify one or more cointegrating relationships? What is the meaning 

of a number of cointegrating relationships exceeding one? What is the relationship between 

such findings on the existence of one or more cointegrating relationships and the fact the EH 

may hold on these data? Carefully explain your answer. 
 

Debriefing:	Even though the λ-trace and the λ-max tests point toward a different number of 

cointegrating vectors, there is no doubt that such number is at least two. This is consistent with 

the EH. 

According to the EH, at least over the long-run, it should happen that appropriately scaled sums 

of expected rates should equal the current rate minus a constant risk premium that rewards 

habitat effects or a liquidity preference in favor or shorter-term bonds. Equivalently, all 

mispricings, i.e., deviations of long-term rates from weighted average of short-term rates, 

should be temporary and as such they should be I(0): if it were the case that the tested rates 

were all I(1), and if future short rates were easily predictable to the point to equal on average 

their future realized value, then the EH implies that one or more weighted sums of the I(1) rates 
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exist, such that the result is a I(0) variable plus a constant (the risk premium). However, note 

that cointegration between the rates is a necessary but not sufficient condition for the EH to be 

supported by the data. The validity of the EH would also require that a combination of rates is 

found to cointegrate with a cointegrating vector with structure , 

where the coefficients should be all negative and satisfy precise constraints. No such results or 

estimates have been reported for you to be able to decide on this matter. 
 

Question	3.A	(7	points)	Consider the family of GARCH(p, q) models for asset returns. Define 

the persistence index and discuss what is the role that it plays in establishing the stationarity 

of a GARCH. Consider two alternative GARCH models for the same series of returns 

characterized by identical persistence index, but (i) the first model is characterized by a large 
∑ 𝛼  and a small ∑ 𝛽 ; (ii) the second model is characterized by a small ∑ 𝛼  and a large 

∑ 𝛽 . What do you expect that the differences between the filtered, one-step ahead predicted 

variances from the two models will look like? Also consider the two cases that follow: 

 You are a risk manager and you are considering calculating value-at-risk on the basis of 

a Gaussian homoskedastic model: is the mistake you are about to make larger under 

model (i) or model (ii)? Carefully explain why. 

 You write and sell short-term options written on the underlying asset that you price 

using a tool that accounts for time varying volatility under GARCH: in the presence of large 

return shocks, will the mispricing be larger under model (i) or under model (ii)? 
 
Debriefing:	 

	

Question	3.B	(2	points)	Bruno Cerelli, an analyst at Reyer & So., has estimated a Gaussian 
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GARCH(1,1) model for FTSE MIB stock index returns and found that 𝛼 𝛽 1; upon testing, 

he has not been able to reject the null hypothesis that 𝛼 𝛽 1. Therefore, he has concluded 

that because the condition 𝛼 𝛽 1 is violated, the GARCH model is non stationary so that a 

time-invariant unconditional distribution for the FTSE MIB returns does not exist and one 

cannot learn from past data to forecast returns. A colleague of his, Stefania Younot, has objected 

that this implication is unjustified, even though a GARCH with 𝛼 𝛽 1 implies that variance 

follows a random walk with drift so that time t estimated variance is (in a mean-squared error 
sense) the best forecast for variance at time t + 1, t + 2, …, t + H for all H ≥ 1. Which one of the 

two analysts at Reyer & So. is correct and why? Make sure to carefully explain your answer. 

 

Debriefing:	 
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Question	3.C	(1.5	points)	Using CRSP daily stock excess return data for a 1963-2016 sample, 

John, a quant researcher at Charles Thomas and Associates, has estimated two models: (i) a 

Gaussian MA(1)-GARCH(1,1) model, and (ii) a Gaussian MA(1)-EGARCH(3,3). The following 

plots compare in two different ways the predicted 1-day-ahead volatility filtered from the two 

different models. How can you describe the differences between the implied series of 

filtered/one-step ahead predicted variances from the two models? Suppose you are pricing 

securities the price of which monotonically increases with predicted variance (e.g., European 

puts and calls). Based on these two plots, what is the practical advantage that a EGARCH model 

may give over and above a simpler GARCH(1,1)? Make sure to carefully explain your answers. 
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Debriefing:	Visibly, the EGARCH(3,3) is able to predict for the same day variances that are 

sometimes considerably higher and at other times visibly lower vs. those implied by a 

GARCH(1,1). The differences are particularly obvious in correspondence to October 1987 and 

September 2008, when the spikes in predicted variance differ across the two models, and in 

1964-1966 when EGARCH(3,3) turned able to systematically forecast standard deviations that 

are 0.1-0.2% below GARCH(1,1). This can also be noted in the plot on the right, when for no 

value of volatility on the horizontal axis, the scatter plot reduced to a rather thin line close to 

the 45-degree line in red (the blue scatter plot always remains “thick” so to speak).  

To a plain vanilla option pricer, EGARCH gives an additional layer of pricing flexibility, in the 

sense that both large and small shocks may predict rather heterogeneous, subsequent variances 

depending on the sign and the sequence of such shocks, given the fact that a EGARCH model is 

able to reflect complex patterns of leverage effects. This means that similar recent returns, 

depending on their sign and exact sequence may lead to different fair-value option prices and 

this may represent an advantage in terms of resulting P&L. 
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