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Abstract

Mixtures of recurrent semi-Markov processes are characterized through a partial exchangeability condition of
the array of successor states and holding times. A stronger invariance condition on the joint law of successor
states and holding times leads to mixtures of Markov laws.
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1. Introduction

The present paper aims at characterizing mixtures of distributions of right-continuous recurrent
semi-Markov processes with countable state space. Mixtures of Markov jump processes are ob-
tained as a special case. No results are available, to our knowledge, on mixtures of laws of general
semi-Markov processes. An initial result about the problem of characterizing mixtures of distribu-
tions of continuous time Markov chains is due to Freedman (1963). More recently, Freedman (1996)
gave a simpler proof. He characterized mixtures of distributions of Markov chains with a single re-
currence class of stable states as those probability laws that lead to discrete skeleton processes at
the scale h satisfying a Markov exchangeability condition (F), for each h¿ 0. A random sequence
(Xn)n¿0 meets (F) if the law of (Xn)n¿0 is invariant under all >nite permutations which do not
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alter the initial state and the number of transitions between any two states of the chain. Condi-
tion (F) has been introduced in Freedman (1962) and taken up again in Diaconis and Freedman
(1980) in characterizing mixtures of laws of discrete-time Markov chains. The problem of charac-
terizing discrete-time Markov chains with countable state space has been addressed by many other
authors. See, for example, Kallenberg (1982), Zaman (1984, 1986), Zabell (1995). In Fortini et al.
(1999), a characterization is obtained in terms of partial exchangeability of the array of the successor
states. Given a process (Xn)n¿0 with values in a countable space I , let us consider the matrix S,
whose (i; n)th entry denotes the position of the process immediately after the nth visit to the state
i. Fortini et al. (1999) prove that (Xn)n¿0 is recurrent and satis>es condition (F) if and only if S
is row-wise partially exchangeable. Actually, the idea of characterizing mixtures of distributions of
Markov chains through partial exchangeability of successor states dates back to de Finetti (1959).
In Fortini et al. (1999) an analogous result is obtained in the case of general state space through a
countable classi>cation of the realizations of the process.

In this paper, we apply this last result to obtain the following characterization. We are interested
in minimal chains (Xt)t¿0 with countable state space I , i.e. right-continuous step processes that
may have in>nitely many jumps in a >nite time interval and then get stuck in an extra state not
belonging to I . Such processes are completely described in terms of their jump chain and holding
times sequence. We consider the matrix (S; T ) whose (i; n)th entry (Sin; Tin) gives the state visited
by (Xt)t¿0 after the nth visit to i, and the holding time in i at the same visit, respectively. We
show that the law of (Xt)t¿0 is a mixture of laws of recurrent minimal semi-Markov processes if
and only if row-wise partial exchangeability of (S; T ) holds. The unicity of the mixing measure is
discussed. A characterization for mixtures of laws of minimal recurrent Markov chains is achieved
by a stronger partial exchangeability condition on (S; T ) together with the symmetry condition on
the law of (Tin)n¿1 (for all i∈ I) borrowed from Diaconis and Ylvisaker (1985) which leads to
mixtures of exponential laws.

Compared to our result, Freedman (1996) does not require the smoothness conditions on the sample
paths that we assume and, therefore, he comes to represent a larger class of Markov exchangeable
processes. On the other hand, our result applies to mixtures of semi-Markov laws as well. Finally,
we stress that our approach is diNerent. Our characterization has some statistical implications, since it
is based on the exchangeability of a suitable array of observable random variables. This fact allows
to give an interpretation of the mixing law.

The paper is organized as follows. In Section 2, we recall some de>nitions and some results
concerning semi-Markov processes with discrete state space. Moreover, we de>ne the array of suc-
cessor states and holding times and we introduce the partial exchangeability condition (PE1) for this
array. Section 3 contains the main result and gives an alternative partial exchangeability hypothesis
(PE2) that leads to an equivalent representation. Finally, Section 4 deals with mixtures of laws of
continuous time minimal Markov chains.

2. Notation and preliminary results

We focus our attention on processes whose trajectories are right-continuous step functions with
values in a countable set I . Moreover, the process may disappear after leaving some state j in I
or it may make in>nitely many jumps in a >nite interval. In this last case, after the explosion time
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the process starts up again. Anyway, we are not interested in the behavior of the process after the
explosion.

Without loss of generality, we will assume I=N. Let us introduce a new >ctitious state @ �∈ I and
let us put I∗=N∪{@}. Let � be the set of generalized right-continuous step functions (abbreviated
g.s.f.) from [0;∞) into I∗, namely: a function !∈� is a right-continuous step function with values
in I∗ up to explosion time, with @ an absorbing state, and it remains constant and equal to @ after an
explosion. Let �1(!)¡�2(!)¡ · · · be the discontinuities of ! and set �0(!) := 0. If �n(!)¡+∞
let �n(!) be the value of ! on the interval [�n(!); �n+1(!)) and let �n(!) = �n+1(!) − �n(!) be
the holding time of ! in �n(!). If ! has only n discontinuities, set �n+1(!)=�n+2(!)= · · ·=+∞,
�n+1(!)=�n+2(!)= · · ·=�n(!) and �n(!)=+∞. Finally, �(!)=

∑∞
n=0 �n(!) is the explosion time

of !. Introduce now the canonical process X = (Xt)t¿0 on � given by Xt(!) = !(t) and endow �
with the smallest �->eld F w.r.t. which all Xt are measurable. One can show that �n and �n are
F-measurable for every n¿ 0. Actually, the sequences �=(�n)n¿0 and �=(�n)n¿0 span F. In the
following, we will deal only with probability measures P on (�;F) such that P{X0 = i0} = 1, for
a >xed i0 ∈ I . Let us now recall the notion of semi-Markov process (see, for instance, Pyke, 1961).
To simplify it we introduce the >ctitious random variable �−1 := 1.

De�nition 1. Let H = (Hi)i∈I∗ be a kernel on I∗ × (P(I∗) ⊗ B((0;+∞])) such that, under P,
(�n; �n−1)n¿0 is a two-dimensional Markov process that satis>es �0 = i0 and

P{�n = j; �n−1 ∈C | �0; �1; : : : ; �n−1; �0; : : : ; �n−2}= H�n−1
({j}; C) a:s:-P

for all n¿ 1, j∈ I∗ and C ∈B((0;+∞]). Then X is an I∗-valued semi-Markov process starting
from i0.

By construction of �, @ is an absorbing state, hence H@ = �{@}×{+∞}. Moreover, it follows from
the de>nition of � that Hi({i}; (0;+∞)) = 0. For the sake of simplicity, in what follows we will
write Hi(j; ·) instead of Hi({j}; ·) and we shall refer to a semi-Markov process starting from i0 with
kernel H as S(i0; H). For semi-Markov processes the following characterization holds: the process
X is S(i0; H) if and only if there exist a stochastic matrix � on I∗ and a matrix Q of probability
measures on ((0;∞];B((0;∞])) such that

(S–M) � is an I∗-valued Markov chain starting from i0 with transition matrix � and for each n¿ 1,
conditionally on �1; : : : ; �n, the holding times �0; : : : ; �n−1 are independent random variables
with distributions Qi0�1 ; : : : ; Q�n−1�n , respectively.

Moreover, H;�;Q satisfy

Hi(j; ·) = �ijQij(·) ∀i; j∈ I∗; (1)

Qij = �+∞ if �ij = 0 ∀(i; j) �= (@; @): (2)

It is immediate that

�@@ = 1; Q@@ = �+∞; Qii = �+∞ if �ii ¿ 0; Qij((0;∞)) = 1 if �ij ¿ 0 and i �= j:
(3)
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Let us now de>ne the array of successor states and holding times of X . For any i in I∗ let �im be
the mth visiting time (w.r.t. the embedded Markov chain �n) to i:

�im = inf{n¿ 0 : �im−1 ¡n; �n = i}; m= 1; 2; : : : (�i0 := −1; inf ∅=+∞):

The successor state of the mth visit of X to i is

Sim := ��im+1

and the holding time of X in the state i at the mth visit is

Tim := ��im

with the convention �+∞ = @ and �+∞ =+∞. Note that for the extra state @ we have S@m = @ and
T@m=+∞ ∀m¿ 1. The elements of the array (S; T ) := ((Sim; Tim))i∈I∗ ;m¿1 are row-wise P-partially
exchangeable if

P

( ⋂
i∈K

n⋂
m=1

{Sim ∈Aim; Tim ∈Cim}
)

= P

( ⋂
i∈K

n⋂
m=1

{Sim ∈Ai�i(m); Tim ∈Ci�i(m)}
)

(PE1)

for all K = {@; 1; : : : ; k}, Aim ∈P(I∗), Cim ∈B((0;+∞]) and for each �i (with i∈K) varying on
the permutations of {1; : : : ; n} with k; n¿ 1. Under (PE1), the following results hold. If H stands for
the set of all probability measures on (I∗× (0;+∞];P(I∗)⊗B((0;+∞])), made into a topological
space by the topology of weak convergence, then there is a sequence of random probability measures
H̃ = (H̃ i)i∈I∗ from (�;F) into H∞ such that

1
n

n∑
m=1

�(Sim;Tim) ⇒ H̃ i a:s:-P (4)

(i∈ I∗; n → +∞) (where ⇒ denotes weak convergence). Moreover, if PH̃ denotes the conditional
probability on (�;F) given H̃ , (PE1) is equivalent to

PH̃

( ⋂
i∈K

n⋂
m=1

{Sim ∈Aim; Tim ∈Cim}
)

=
∏
i∈K

n∏
m=1

H̃ i(Aim; Cim) a:s:-P: (5)

See de Finetti’s representation for partially exchangeable arrays (de Finetti, 1938; Link, 1980).

3. Partial exchangeability of (S; T) and mixtures of semi-Markov processes

In this section, we characterize laws which are mixtures of recurrent semi-Markov distributions. In
Theorem 1 the characterization is given in terms of the partial exchangeability by rows of the array
of the bidimensional random variables (Sin; Tin) i∈ I∗; n¿ 1, namely (PE1). The mixing measure
turns out to be a probability on a class of kernels H . Proposition 1 states the equivalence between
(PE1) and a partial exchangeability condition involving the holding times in i when the process next
makes a transition into state j, for all i; j (see condition (PE2)). This result leads to the equivalent
representation (11) for the law of X as a mixture of semi-Markov laws. Furthermore, if we consider
(PE2), the mixing measure is a probability measure on the set of the couples (�;Q) of the jump
matrix and the conditional distributions of the holding times.
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Here we adopt the same de>nitions of the previous section. The following lemma concerns the
recurrence of the initial state i0 of X (as de>ned in Norris, 1997) and the consequent regularity
properties of the trajectories of X entailed by (PE1).

Lemma 1. If property (PE1) holds, then i0 is a recurrence state for X , i.e.

P{!∈� :Ai0(!) is unbounded}= 1; (6)

where Ai0(!) = {t :Xt(!) = i0}. Moreover, (6) implies

P{�∈ I∞}= 1 (7)

and

P{�¡+∞}= 0: (8)

Proof. First, from the row-wise partial exchangeability of the elements in T , it follows that P{Ti1 ¡
+ ∞; : : : ; Tim ¡+∞; Tim+1 =+∞}=P{Ti1 =+∞; : : : ; Tim ¡+∞; Tim+1 ¡+∞}=0. Hence {Ti1 ¡
+∞}= ⋂n¿1 {Tin ¡+∞} a.s.-P ∀i∈ I . Moreover, {Tin ¡+∞} ⊂ {�in ¡+∞}. Let ' denote the
Lebesgue measure on (0;+∞]. Then

'(Ai0(!)) =
∞∑
n=1

Ti0n(!)1(�i0n(!)¡+∞)

and

P{!∈� : '(Ai0(!)) = +∞}= P{Ti01 = +∞}+ P

{ ∞∑
n=2

Ti0n =+∞; Ti01 ¡+∞
}

:

Let us now prove that

P

{ ∞∑
n=2

Ti0n =+∞; Ti01 ¡+∞
}

= P{Ti01 ¡+∞}:

Suppose P{Ti01 ¡ + ∞}¿ 0. The sequence of strictly positive random variables (Ti0n)n¿2 is ex-
changeable w.r.t. the probability measure P1(·) := P(· |Ti01 ¡+∞). If E1(Ti02)¡+∞, by the strong
law of large numbers for exchangeable sequences, there exists a �->eld A∞ such that

∑n+1
m=2 Ti0m=n

converges to the positive random variable E1(Ti02 |A∞) a.s.-P1 (see Theorem 1.62 in Schervish,
1997). Therefore, P1{∑∞

n=2 Ti0n = +∞} = 1. If E1(Ti02) = +∞ this result remains true and (6)
holds. Condition (7) follows immediately from (6) because the extra state @ is absorbing, whereas,
(8) is implied by (6) since �(!) =

∑∞
n=1 �n(!)¿ '(Ai0(!)) for any !∈�.

For every kernel H in H∞, let {TH ;RH } be the partition of I∗ de>ned by

TH = {i∈ I∗ : i �= i0 and Hi = �{@}×{+∞}} (9)

and let H0 be the measurable subset of kernels H such that RH is a single indecomposable class.
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Theorem 1. Let I∗ =N ∪ {@}. The elements of the array (S; T ) are P-partially exchangeable by
rows if and only if there is a probability measure ) on (H∞;B(H∞)) such that

(i) )(H0) = 1,
(ii) ){H ∈H0 such that i0 is recurrent for S(i0; H)}= 1,
(iii) for any i1; : : : ; in in I , C0; : : : ; Cn−1 in B((0;+∞]) and n¿ 1:

P{�1 = i1; : : : ; �n = in; �0 ∈C0; : : : ; �n−1 ∈Cn−1}=
∫
H∞

n−1∏
s=0

His(is+1; Cs))(dH):

Furthermore the mixing measure ) is uniquely determined.

Proof. The proof is obtained by applying the results in Section 5 in Fortini et al. (1999) to the
chain W = (Wn)n¿0 = (�n; �n−1)n¿0, with state space S = I × (0;+∞]. Fortini et al. (1999) give
a characterization of a class of discrete-time processes with values in a Polish space, whose law
is a mixture of recurrent Markov laws, in terms of partial exchangeability of a suitable array of
“successor states”.

Consider S∗ = S ∪ {(@;+∞)}, the Borel �-algebra S on S and the �-algebra S∗ generated by
S∪{(@;+∞)}. Let (Ai)i¿0 be the partition of S∗ de>ned by A0={(@;+∞)} and Ai={i}×(0;+∞]
for i = 1; 2; : : : . According to Fortini et al. (1999), introduce the I∗-valued process Y = (Yn)n¿0

Yn = @1A0(Wn) +
∞∑
i=1

i1Ai(Wn)

and consider the time of the nth visit of Y to i, say S�in, and the successor state ,(i)
n := W S�in+1. Then,

S�jn = �jn (with �jn de>ned as in Section 2) and hence

,(i)
n = (Sin; Tin) ∀i∈ I∗; ∀n¿ 1:

Assume >rst the elements of (S; T ) are P-partially exchangeable by rows. Then, by (7) in Lemma 1,
P{W = (�n; �n−1)n¿0 ∈S∞}= 1. We can apply Theorem 5.2 in Fortini et al. (1999) to the process
W . Hence (i) and (iii) are proved. As far as condition (ii) is concerned, it follows from (6) in
Lemma 1. The “only if” part can be obtained using Theorem 5.3 of Fortini et al. (1999) for our
construction.

Condition (iii) can be expressed by saying that there exists a random kernel H̃ such that

PH̃{�1 = i1; : : : ; �n = in; �0 ∈C0; : : : ; �n−1 ∈Cn−1}=
n−1∏
s=0

H̃ is(is+1; Cs) (10)

holds a.s.-P for any i1; : : : ; in in I∗, C0; : : : ; Cn−1 in B((0;+∞]) and n¿ 1. It follows from the
proofs of Theorems 5.2 and 5.3 in Fortini et al. (1999) that H̃ is the a.s.-P limit of the empirical
process of (S; T ) given in (4). On the other hand, Eq. (10) can be rewritten as

PH̃{�1 = i1; : : : ; �n = in; �0 ∈C0; : : : ; �n−1 ∈Cn−1}=
n−1∏
s=0

�̃isis+1Q̃isis+1(Cs); a:s:-P (11)
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whenever the stochastic matrix �̃ = (�̃ij)i; j∈I∗ and the family of random probability measures Q̃ =
(Q̃ij)i; j∈I∗ on ((0;∞];B((0;+∞])) are de>ned by

�̃ij = H̃ i(j; (0;+∞]); (12)

Q̃ij(·) = H̃ i(j; ·)
�̃ij

1(�̃ij ¿ 0) + �+∞(·)1(�̃ij = 0): (13)

Now, in order to give an interpretation of (�̃; Q̃) in terms of empirical processes, we introduce the
array (Tijm)i; j∈I∗ ;m¿1 of the holding times in i when X next makes a jump to j, i.e. Tijm = ��ijm ,
where �ijm is the mth visit of X to the string (i; j):

�ijm = inf{n¿ 0 : �ijm−1 ¡n; �n = i; �n+1 = j} m¿ 1 (�ij0 := −1; inf ∅=+∞):

We will now prove that (PE1) is equivalent to the partial exchangeability condition given by

P


 ⋂

i; j∈K

n⋂
m=1

{Sim = xim; Tijm ∈Cijm}

= P


 ⋂

i; j∈K

n⋂
m=1

{Sim = xi�i(m); Tijm ∈Cij.ij(m)}

 (PE2)

for all K={@; 1; : : : ; k}, xim ∈ I∗, Cijm ∈B((0;+∞]) and for each �i and .ij (with i; j∈K) varying
on the permutations of {1; : : : ; n}.

Proposition 1. Conditions (PE1) and (PE2) are equivalent.

Proof. First, note that (PE2) entails Ti@1 = +∞ ∀i∈ I . Then, (7) holds both under (PE1) and
(PE2) so that it is enough to verify the equivalence between (PE1) and (PE2) only for i �= j,
i; j∈{1; : : : ; k}, xin in I and Cin = (0; tin], Cijn = (0; tijn] with tin; tijn ∈ (0;+∞).
Let 1 = si1; si2; : : : ; sin be the unique integers such that

k⋂
i=1

n⋂
m=1

{Sim = xim; Tim6 tim}=
k⋂

i=1

n⋂
m=1

{Sim = xim; Tiximsim 6 tim}:

Then, for every permutation �i of 1; : : : ; n,
k⋂

i=1

n⋂
m=1

{Sim = xi�i(m); Tiximsim 6 tim}=
k⋂

i=1

n⋂
m=1

{Sim = xi�i(m); Ti�i(m)6 tim}:

It follows that (PE2) implies (PE1). Conversely, assume (PE1) and verify that a.s.-P

P�̃; Q̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; Tijm6 tijm}

=

k∏
i �=j=1

n∏
m=1

�̃iximQ̃ij((0; tijm]) (14)

with �̃; Q̃ de>ned as in (12) and (13). To this end, note that if (PE1) is in force then

PH̃

(
k⋂

i=1

n⋂
m=1

{Sim = xim; Tim6 tim}
)

=
k∏

i=1

n∏
m=1

�̃iximQ̃ixim((0; tim]) a:s:-P: (15)
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Moreover, under (PE1), the following two conditions of recurrence of the accessible states hold:

{�ij1 ¡+∞}=
⋂
m¿1

{�ijm ¡+∞} a:s:-P ∀i; j∈ I (16)

and

{�i1 ¡+∞}=
⋂
m¿1

{�im ¡+∞} a:s:-P ∀i∈ I: (17)

In fact, if P{�ij1 ¡+∞}¿ 0, we get, for every m¿ 1,

P{�ij1 ¡+∞; : : : ; �ijm ¡+∞; �ijm+1 = +∞}

=
∑

k1¡···¡km

P{Sik1 = · · ·= Sikm = j; �ijm+1 = +∞}

=
∑

k1¡···¡km

P{Si1 = · · ·= Sim = j; Sin �= j ∀n¿m+ 1} [by the partial exchangeability of S]

= 0

so that (16) is satis>ed. On the other hand, by (7) and (16) we have {�i1 ¡ + ∞} =
⋃

j∈I
{�ij1 ¡+∞}=⋃j∈I

⋂
m¿1 {�ijm ¡+∞} ⊆ ⋂m¿1 {�im ¡+∞} a.s.-P.

Therefore, for >xed k¿ 1, the following equalities hold a.s.-P:

PH̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; Tijm6 tijm}



=PH̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; Tijm6 tijm; �ijm ¡+∞}



=
∑

{m6kijm¡kijm+1}
PH̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; �ijm = �ikijm ; Sikijm = j; Tikijm 6 tijm}



=
∑

{m6kijm¡kijm+1}
PH̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; �ijm = �ikijm ; Sikijm = j}

 k∏

i �=j=1

n∏
m=1

Q̃ij((0; tijm])

(here we use the measurability of the sets {�ijn = �ikijn} w.r.t. S, (17) which ensures �ikijm ¡ + ∞
∀kijm on the set {Sim = xim} with xim ∈ I , and (15))

=PH̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; �ijm ¡+∞}

 k∏

i �=j=1

n∏
m=1

Q̃ij((0; tijm])
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=PH̃


 k⋂

i �=j=1

n⋂
m=1

{Sim = xim; �ij1 ¡+∞}

 k∏

i �=j=1

n∏
m=1

Q̃ij((0; tijm]) [by (16)]

=
k∏

i �=j=1

n∏
m=1

�̃ixim(1− ��̃ij
(0))Q̃ij((0; tijm])

(since PH̃ ({�ij1 = +∞}) = PH̃{Sin �= j ∀n¿ 1}= limn→+∞ (1− �̃ij)n = ��̃ij
(0) a.s.-P)

=
k∏

i �=j=1

n∏
m=1

�̃iximQ̃ij(0; tijm]):

From the equivalence between (PE1) and (PE2) we deduce that the representation of the law of
(�n; �n−1)n¿0 in (11) holds also under (PE2). Moreover, from (14) we obtain that for every i; j∈ I∗,
a.s.-P

1
n

n∑
m=1

�Sim ⇒ �̃ij (n → +∞);

1
n

n∑
m=1

�Tijm ⇒ Q̃ij (n → +∞);

which explain in terms of the process X the meaning of the random matrix �̃; Q̃ in (11).

4. About mixtures of Markov processes

In this section, we focus our attention on measures on (�;F) that are mixtures of laws of Markov
chains. Roughly speaking, a semi-Markov process X is Markovian if the “waiting” time in a state i
depends only on the current state i and it is exponentially distributed. More precisely, let E(q) be the
enlarged exponential measure with parameter q¿ 0: E(0) identi>es the Dirac measure concentrated
at +∞. For any >xed (�;Q) satisfying (2) and (3), suppose there exists a sequence q= (qi)i∈I∗ of
nonnegative numbers such that for any i; j∈ I∗

Qij = E(qi)1(�ij ¿ 0) + E(0)1(�ij = 0): (18)

Then, by (2), (3) and (18) we easily obtain

�@@ = 1 and q@ = 0

and, for every i in I ,

�ii = 1 if qi = 0 and �ii = 0 if qi ¿ 0:

The pair (�; q) de>nes the I∗-valued Markov processes whose sample paths are g.s.f.’s through

P{�n = j; �n−1 ¿t | �0; �1; : : : ; �n−1; �0; : : : ; �n−2}= ��n−1je
−q�n−1 t a:s:-P
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(see Freedman, 1971, Proposition 48, p. 170, or Norris, 1997, Theorem 2.8.4). If, in addition, the
process is minimal then it will be called M (i0; �; q).
Let us now introduce a stronger partial exchangeability condition:

(PE3) the elements of the array[
S

T

]

are row-wise P-partially exchangeable if the law of[
S

T

]

is invariant w.r.t. any >nite permutation acting on each row.

Recall that if P stands for the set of all probability measures on (I∗;P(I∗)) and Q stands for the set
of all probability measures on ((0;+∞], B((0;+∞])), made into topological spaces by the topology
of weak convergence, then, by de Finetti’s Theorem, condition (PE3) holds if and only if there exist
two sequences of random probability measures �̃ = (�̃i)i∈I∗ :� �→ P∞ and Q̃ = (Q̃i)i∈I∗ :� �→ Q∞
such that

1
n

n∑
m=1

�Sim ⇒ �̃i;
1
n

n∑
m=1

�Tim ⇒ Q̃i (n → +∞) a:s:-P (19)

and

P�̃; Q̃

( ⋂
i∈K

n⋂
m=1

{Sim = xim; Tim ∈Cim}
)

=
∏
i∈K

n∏
m=1

�̃i(xim)Q̃i(Cim);

where P�̃; Q̃ denotes the conditional probability on (�;F) given �̃; Q̃.
As in Diaconis and Ylvisaker (1985) let us consider the following symmetry condition on the law

of the holding times T :

P{(Ti1; : : : ; Tin)∈C}= P{(Ti1; : : : ; Tin)∈C + s} (20)

for all i in I , n¿ 1, C in B((0;+∞]n), s = (s1; : : : ; sn)∈Rn satisfying
∑n

j=1 sj = 0 and C + s ⊂
(0;+∞]n.

The following holds:

Proposition 2. Let the elements of the array T be row-wise P-partially exchangeable and let Q̃
be as in (19). Then (20) holds if and only if there exists a random sequence q̃ = (q̃i)i∈I , with
q̃i :� �→ [0;∞), such that

Q̃i = E(q̃i) a:s:-P: (21)

Proof. If P(
⋂∞

n=1 {Tin ¡+∞}) = 0, then P(
⋂∞

n=1 {Tin =+∞}) = 1 and Q̃i = �+∞ a.s.-P. Hence,
(21) holds with q̃i = 0 a.s.-P. Suppose now P(

⋂∞
n=1 {Tin ¡ +∞})¿ 0. Let P∗ be the probability
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measure on (�;F) de>ned by

P∗(A) = P


A

∣∣∣∣∣∣
∞⋂
j=1

{Tin ¡+∞}

 :

If P satis>es (20), the same condition is also true for P∗. Since under P∗ the random variables Tin’s
are a.s. >nite, we can apply the result in Diaconis and Ylvisaker (1985, Theorem 7) and obtain
that for every i∈ I the sequence (Tin)n¿1 is P∗-exchangeable and there exists a nonnegative random
variable q∗i on (�;F) such that

P∗{Tin ¿ t |Q∗
i }= e−q∗i t ; ∀t¿ 0; ∀n¿ 1 a:s:-P∗;

where Q∗
i is given by

1
n

n∑
m=1

�Tim ⇒ Q∗
i a:s:-P∗:

On the other hand, (19) holds. Then, for every i∈ I , we can determine a set Vi ⊆
⋂∞

n=1 {Tin ¡
+ ∞}, such that Vi =

⋂∞
n=1 {Tin ¡ +∞} a.s.-P and (21) holds with q̃i = q∗i 1Vi . The converse is

immediate.

We are now able to deduce from Section 3 a representation for the law of jump processes
satisfying (PE3) and (20). Let G be the set of stochastic matrices on I∗ with the topology of
coordinate convergence and let D=G× [0;+∞)∞. Let us denote by D0 the measurable subset of
D formed by the pairs (�; q), for which the partition {R�; q ;T�; q} of I∗ de>ned by

T�; q = {i∈ I∗ : i �= i0 and qi = 0} (22)

satis>es the following properties:

@∈T�; q ;
if i∈T�; q , then �ij = 0 for every j∈ I ;
if R�; q = {i0}, then �i0i0 = 1 and qi0 = 0;
if R�; q ) {i0}; then qi0 ¿ 0 and �ii = �ij = 0 for every i∈R�; q and j∈T�; q .

Theorem 2. Let X be the canonical process de=ned in Section 2 and I∗ =N ∪ {@}. Then, (PE3)
holds and the elements of the array T satisfy condition (20) if and only if there is a probability
measure S) on (D;B(D)) such that

(j) S)(D0) = 1;
(jj) S){(�; q)∈D0 such that i0 is recurrent for a M (i0; �; q) process}= 1;
(jjj) for any F in F

P{X ∈F}=
∫
D
Mi0 ;�; q(F) S)(d� dq)

where, for (�; q) in D0, Mi0 ;�; q is the probability measure on (�;F) under which X is a M (i0; �; q)
process.

Furthermore the mixing measure S) is uniquely determined.
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Proof. Let us assume (PE3) and (20). Then, (19) holds with Q̃i = E(q̃i) a.s.-P and the probability
distribution—say S)—of (�̃; q̃) concentrates all its mass on D0. Hence, (j) is true. Moreover, (5)
is satis>ed with H̃ i(j; ·) = �̃ijQ̃i(·) a.s.-P for every i; j in I∗. By means of the “only if” part of
Theorem 1, (jj) and (jjj) follow. Conversely, assume (j)–(jjj) and let (�̃; q̃) be a random pair with
law S). For every (�; q) in D, let Q(�; q) be de>ned as in (18), let H (�;Q) be the kernel given in
(1) and

)(A) = S){(�; q) :H (�; q)∈A} ∀A∈B(H∞):

It is easy to verify that for any (�; q)∈D0, T�; q =TH (�; q) with TH and T�; q de>ned in (9) and (22),
respectively. It follows that D0 = {(�; q) :H (�; q)∈H0}. Therefore,
(i) )(H0) = S)(D0) = 1,
(ii) ){H ∈H0 such that i0 is recurrent for a S(i0; H) process} = S){(�; q)∈D0 such that i0 is

recurrent for a M (i0; �; q) process}= 1,

whereas (iii) in Theorem 1 comes from (jjj) with a change of variables. Now from the “if” part
of Theorem 1, (PE1) follows. Moreover (5) holds with H̃ i(j; ·) = �̃ijE(q̃i; ·) a.s.-P ∀i; j∈ I∗. Thus
(PE3) is achieved. Finally, condition (20) follows from Proposition 2.
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