Exercises

Exercise 1
Let X7 and X5 be independent and identically random variables with density function

f(z) = J;Wexp{—x?m

and let X = (X3, X3). Furthermore, let Y7 = X7 + Xo, Yo = X; +2X5 and Y = (Y1, Y2).

a) Find the expectation and variance of X

o

Find skewness and excess kurtosis coefficients of X7 and of Xo

Find the density function of Z = X?

o

o,

Find E(Y) and V(Y).

@

—h

Find the joint density of Y7, Ya. Are Y] and Y3 stochastically independent?

Find the marginal density of Y;

o)

)
)
)
)
) Write the joint density of X; and Xy
)
)
)

h

(Hint: fj;o exp{—2%}dx = \/7)

Find the conditional density of Y5, given Y;

Solution

a)

“+o00

B(X)) = B(X) :/ x\/%exp{—ﬁ/z}dx —0

—0o0

since the function is odd.

+00
V(Xl):V(Xg):E(Xf):/ x2\/127rexp{—x2/2}d$

Integrating by parts, we obtain

+o0 oo
\/12?/_ z (zexp{—2?/2}) dz = \/12? [z (—exp{—2?/2})] 7 + \/12?/_ exp{—a2/2}dz
=04 \/17?/_—’_00 exp{_tZ}dt

=1

Hence V(X1) = V(X2) = 1. Since X1, X2 are stochastically independent, their covariance is zero.
Hence

(3] veo- (3 2]

b)

E(X —p)? 3 0 g 1 2
o= BXD _ poery= [ ot ep{—a/2)dr =0



_ B(X; —p)*

= -3
K g
= E(X}) -3
Tl exp{—x?/2}dx — 3
= x xp{— -
o \ 21 P

+oo
= \/127 / 2° (v exp{—2®/2}) dz — 3
+oo
= \/12? [—xB exp{—x2/2}] J:z + \/12? /OO 322 exp{—2%/2}dx — 3

—0+3/+Ooex {—t*Ydt — 3
IRV B
=0

Since X5 has the same distribution as X7, their skewness and excess Kurtosis coefficients are equal to zero.

c)
For z > 0
P(Z <2)=P(—vz2< X1 <2)
2 vF 1 exp{—2?/2}dx
p— X —
o var b
1
= —t/20 V2t
| = et

Hence the density function of 7 is

B 0 2<0
fz(2) = \/%exp{—z/Q}z*l/Q z2>0

d)

E(Yg) = E(Xl) -+ 2E(X2) =0
Since X7 and X5 are uncorrelated,
V(Y1) =V(Xy) +V(Xz) =2

V(Y2) = V(X1) +4V(X2) = 5.

Furthermore
COU(Xl + X9, X1 + 2X2) = COU(Xl,Xl) + QCOU(XQ,XQ) =3
Hence
0
EY)= [ 0
2 3
V(Y = [ 2 }

e)

Frxa(onas) = = exp{=at/2}

o= esp{=a3/2) = - exp{—(a} +a3)/2)



f)

The transformation is
Y1 =T + T2
Y2 = w1 + 222

Solving with respect to x1 and x5, we find
{ 1 =2y1 — Y2
T2 =Y2— U
The Jacobian matrix is
S_[2 -
S -1 1
The determinant of the Jacobian matrix is 1. Hence, using a)

Mya(W1,92) = x5 201 — y2,92 —y1) - 1

= %exp (= (2y1 - 12)* + (12 — 1)?) /2}

1
= 5_exp {— (59% + 295 — 6y1y2) /2}

Since the density function of Y7 and Y> can not be written as a product of a function in g; and of a function
in g9, Y7 and Y5 are not stochastically independent.

g)
teo g 2 2
fvi(y) = 3 ©XP {— (591 + 2y5 — 6y1y2) /2} dyo
]. 2 teo 2
=5 exp{—5y2/2} exp{—y5 + 3y1y2}dy2
1 oo
= 5 exp{~5yi /2} / exp {— (y5 — 3y1y2 + 9y1/4) } dyo exp {9y7 /4}
1 2 oo 2
=5 exp{—yi/4} exp{—(y2 — 3y1/2)" }dy:
1 2 +oo 2
= 5 exp{—yi/4} exp{—t"}dt
™ —00
1
=5 exp{—yi/4}
h)

= exp{—3 [5y? +2y3 — 6y1y2] }
5.7 exp{—u7/4}

Tyapvi (92ly1) =

= \/17? exp{—(y5 — 3y2y1 + 9y7/4)}
= \/17? exp{—(y2 — 3y1/2)*}



Exercise 2

Consider a data generating process Y = XS + ¢ with € ~ N(0,0%I) and X a deterministic matrix of
dimension n x k and rank k. Let M = X(X7X)"'XT (notice that X7 X is not singular since X has full
rank and X7 X is a k x k matrix).

a) Show that M and I — M are symmetric and idempotent. Show that the rank of M is k and that the
rank of I — M is n — k (hint: the rank of an idempotent matrix is equal to its trace).

b) Write the joint density of Yi,...,Y,.

c¢) Show that the maximum likelihood estimator of (5, 2)is = (XTX)1XTY, 62 = éT¢/n where
¢ =Y — Y with Y = X/3. Furthermore, show that 8 = 8+ (X7 X)"1XTe,

Show that 5 ~ N(8,02(XTX)™1).
Show that Y = MY = X + Me and that Y ~ N(X3,02M).

Show that é = (I — M)Y = (I — M)e and that é ~ N(0,0%(I — M)).

)
)
)
g) Show that ¢ is independent from 3 and from Y.
) Show that éT'¢/o? ~ x%(n — k).

) Assuming 8 = 0, show that Y'Y /o2 ~ x2(k).

)

Assuming §; = 0, find the distribution of T; = f;/(s1/[(XTX)~ 1), with s = é7'¢/(n — k) (hint:
wiite T; = (Bi/ (o [XTX) 7T, ) ) /V/(ET6/02) [(n = F)).

m) Assuming 8 = 0, find the distribution of F = (YTY /k)/(eT¢/(n — k))
(hint: F = ((?T?/cﬂ) /k:) J((€Te/o?) /(n — K)).)

Solution

a)

Let us show that M is symmetric and idempotent:

MT = (X(XTx)"1xT)YT = x(XTX)"'xT =M

M? =X(XTX)IXTX(XTX)'XT = x(XTx)"'xT =M
Let us compute the rank of M:
rank(M) = rank(X (X7 X)71XT) = trace(X (XTX)1X7T) = trace(XTX) ' XTX) =k
Let us show that I — M is symmetric and idempotent:
I-MT=1"-—M"'=1-M

I-—MYI-M)=I>-~M-M+M>=1I-M

Let us compute the rank of I — M:

rank(] — X (XTX)'XT) = trace(] — X(XTX)7'xT)
=n — trace(X(XTX)1xT)
=n — trace((XTX)1XTX)

=n—k.



b)
Since e ~ N(0,02I) and Y = XS +¢, Y ~ N(XS,0%I). Hence

Frio) = @ro®) ™ exp {0 - XB (D) M- X8) |

= (2ro?) " exp { - gy - X070 - X5

c)
The maximum likelihood estimate is the vector (B ,62) that maximizes the likelihood function, or equivalently
the log-likelihood function. The log-likelihood function is

1(B,0%) = log f(y) = (—n/2) log(2m0®) — 5y — XB)T (y — XP)

Differentiating with respect to 3 and o2, and letting the derivatives equal to zero, we find

1
QXT(Z/ - XB)=0

o+ 5y = X8y~ X) =0

The solution is . .
B=X"X)"'x"y

o =XB)(y - Xp)

n

Hence the maximum likelihood estimator of (3, 0?) is
B=xXTX)"'xTy

o (Y =XP)T(Y - XP)

n
(Y -T(Y - XY)
- n
e
=
Furthermore, A
= (XTx)1xTy
= (XTX) 1 XT(XB+¢)
= (XTX)"'XxTxp+ (xTXx) 1 XTe
=B+ (XTXx) 1xTe,
d)

Since f = 4 (XTX)"'XT¢ is a linear transformation of € and € ~ N (0,21,

~

B~ NGB, (XTX)IXT2IX(XTX) ™) = N3, o2(XTX)™)

e)
It holds ) )
Y =X =X(XTX)"'xTy = MY.



On the other hand,

(XTX)IXT(XB +¢)
= X8+ X(XTX)1xTe
= X3+ Me.

Since Y = X3 + Me is a linear transformation of € and e ~ N (0, 02I),

Y ~ N(XB,0°MM?T) = N(XB,02M?) = N(X3,0%M)

f)
It holds
E=Y-Y=Y-MY=(UI-M)Y.

On the other hand,
=Y -Y=Xpf+e-Xp—-—Me=ec— Me= (I — M)e.

Since ¢ = (I — M)e and since € ~ N (0, 0%1),

€~ N(0,0%(I — M)(I — M)T) = N(0,0%(I — M)?) = N(0,0%(I — M))

\gi\)fe already know that
e=(I—M)e
B=p+(XTX)1xTe
Y = X8+ Me
Let Z =¢€/o. Then Z ~ N(0,I) and
e=1417
B=p+L:Z
YV =XB+LsZ
with
Li=o0c(I-M)
Ly=o(XTX)1xT
Ls=0cM

To show the independence it is sufficient to verify that L1L2T =0 and L1L3T = 0. It holds

LY =o(I - M)oX(XTX)' =2 X(XTX) - X(XTX) ' XTX(XTX)™ ) =0
LiLY =o(I = M)oMT = *(M — M) =0.

h)

Since € = (I — M)e with I — M is symmetric and idempotent, we can write
efe T €
== (I-MYI-MT==2T1-MZ
= UMM = 27— M)

with Z = ¢/o. Since Z ~ N(0,1) and I — M is symmetric and idempotent and has rank n — k, é/'¢/0? has
a chi-square distribution with n — k& degrees of freedom.



i)
If3=0,Y =Me=0MZ with Z = ¢/o ~ N(0,1).
Hence NN
YT
—=Z2"M"MZ=2"MZ
g

Since M is symmetric and idempotent and has rank k, YTy /o? has a chi-square distribution with k& degrees
of freedom.

1)

Notice that R

B Bi/ (U [(XTX)fl]iz)

 V@é/0%) [(n— k)

If =0, 5~ N(0,0%(XTX)"1). Hence 53;/ (O‘ [(XTX)—l]ii) ~ N(0,1). Furthermore é7'¢/0? ~ x%(n — k).

We also know that /3 is independent of ¢. Hence f;/ (a (XTX )*1]“) and é7¢/0? are independent. It
follows that T; has a Student-t distribution with n — k& degrees of freedom.

i

m)
We can write o
VTV 1 (VY /o?) /1

T T (n—k)  (Téfo?) [(n— k)
We already know that, under the assumption § = 0, YTY /o? ~ x2(k), éT¢/0? ~ x*(n — k). Further-
more, since Y and ¢ are independent, Y7Y /o2, ¢€7¢/5? are independent. It follows that F has a Fisher-F
distribution with k and n — k& degrees of freedom.




