Universita Bocconi — PhD in Economics and Finance © 2012 by Marco Maffezzoli

ORTHOGONAL POLYNOMIALS

Definition Let again X = [a,b] € R, and w . X - R an almost
everywhere positive and Riemann integrable function on X. The
function w is called weighting function.

Definition Let fand g be two elements of C[X]. Given a weighting
function w, we can define an inner product on C[.X] as:

(r0) = [ foogtemods
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Definition Let ® < C[X]. The elements of ® are mutually orthogonal
with respect to the weighting function w if and only if:

Owhenk + j
(Pr:0j) =

ar > Qwhenk =j

forall k + j.

Definition The elements of ® are mutually orthonormal with respect to
w if and only if they are mutually orthogonal and a; = 1 for all j.
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Theorem (Gram-Schmidt) Given a weighting function w(x), the
sequence of algebraic polynomials {QJ-}}ZO defined by:
Q-1(x) =0
Qo(x) =1
Qjr1(x) = (x —m;)Qj(x) — q,Qj-1(x)
forj = 0, where:
x0),0)) g = (0, 0))
0,00 " 7 (Qr1,01)

is mutually orthogonal with respect to w(x).

m;
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« The family {Q, } of algebraic orthogonal polynomials with
respect to w Is unique up to a multiplicative constant.

 More precisely, if {P} is another family of orthogonal
polynomials such that P, has degree exactly n, then
P . =a,Q, for some a,#0.

 Note that p (x) and ap, (x) where a#0 share the same zeros.

Corollary Given a family of algebraic orthogonal polynomials {Q, },
each algebraic polynomial can be uniquely written as

pn(x) = 2. 0;0;(x) where a; = (p;, 0)KQ), 0)).

e Thanks to Weierstrass' Theorem, each family of orthogonal

polynomials can be considered a basis for the space of all

continuous real functions on X. .
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1. The Chebyshev polynomials 7, are orthogonal on [-1,+1] with respect to
the weighting function w(x) = (1 —x?)" 2, since:
/

. 0, k+]j

+ T

| T Jldxiz - j cos(k0) cos(j0)d = <z, k=j=0
— | w2 k=j#0

2. DefineTy=272Tgand T, = T, for n > 1. The T, are orthonormal on
1
[—1,+1] with respect to the weighting function w(x) = 2 (1 — x2) "z, since:

/O, k+]j

+1 o ~
7] BT =4 L k=j=0
\1,k=j¢0

— X
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1. The Hermite polynomials, defined as:

n —x2
H,(x) = (—1)"€x2%

are orthogonal with respect to w(x) = e on [—o, +o0] and satisfy the
recurrence relation:

Ho(x) =1
Hi(x) = 2x
Hi1(x) = 2xHi(x) — 2jH;-1(x)
Note furthermore that:
Hi(~x) = (-1YH;(x)
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L_east-squares approximation

« Letfbe anelement of C/X/ and w(x) a weighting function.

e The function:

b
11, = J | rowds = 1)

IS the L?-norm in C/X], and is strictly convex.

* Note that the sup norm measures the distance between to
functions focusing on the “worst” scenario, Ii.e. the
maximum distance in modulus between the two functions,
while the L?-norm is a measure of their “average” distance.
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« The weighting function “weights” the squared approximation
errors according to x

8 T T T T T T T T T T T

7L : ; ‘ B

-1 [ | | | | [ | | | | \
-12 -1 -08 -06 -04 -02 0 0.2 04 06 08 1 12

The weighting function w.(x) = (1 - xz)_% on
[-1,+1]. 8
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« Given &={p;} and f, both in C/X], the nth degree least
squares polynomial approximation of f w.r.t. a weighting
function w is the polynomial of degree » In the ¢, that

solves:

b
min | () - p) 1P w)ds

Theorem Let ®@ be a finite dimensional distinguished subset of C[X]. For
any function f € C|X] and any weighting function w there is a
unique ¢ € @ that solves the problem Mingeo ||f — @1l ,.

e First order conditions:

(¢ =Y clded) j=01,...,n
k=0
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o |If @& is a family of orthogonal polynomials, then the FOCs
reduce to:

. 00 9)
SRR(NTY @

, j=0,1,...,n

Definition Let ® = {T,} and f € C[X]. The nth degree Chebyshev least
square approximation of fis C,(f)(x) = Z;:o c;jT;(x) where

Cco = (f,To>/7r and c; = %{fj})forjz 1,2,...,n.

Theorem (Lebesgue) [If- C.(N|l,, < 4[1+ nz+1) 1E.(.

2

Corollary lim,..|f-C,(H|.. = 0.

10
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Theorem Iff e CF[X] with k > 2, then:

lf(") I

6| < k

forj > 1, and therefore Z]i()'é]l < o0,

 In other words, the importance of high-order monomials in
the Chebyshev least squares approximation 1S rapidly
decreasing: the value of |c/| is falling at the rate /j/(j+1)/*1

11
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LINEAR QUADRATURE

o Let X=/a,b/eR, and let f be a Riemann integrable element
of C/X].

 Numerical Integration, or quadrature, iIs a method to
approximate the value of a definite integral like:

b
I(f) = jaf(x)dx

using only linear combinations of values of f:

I(f) = Li(f,0) = Y 0fx;)
j=1

where {x;} are the quadrature nodes and {w, the
guadrature weights. 12
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For the sake of exposition, let us for the moment assume that /'is an algebraic
polynomial of degree n, 1.e. f(x) = pn(x) = ZJ’?ZO cix.

For a given set of nodes {x;} 1’7:0, we already know that:

Pa@) = D pule) i ()
j=0

Therefore:;
b ! b
| puo)dx = 3" pae) [ L)
a ]:0 a

where the functions /; ,(x) are the Lagrange fundamental polynomials of
degree n defined as:

n

lj,n(x) — H )—z;__).cx/;’ _]: 0111---7n
k=0,k+j

13
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Theorem Given n + 1 distinct nodes in X, there exists a unique set of
. oY n
weights {@; }jzo such that:

["pnrds = 3 dpn)
a ]:0

for all algebraic polynomials of degree m < n, and:

R b
W; = ja lj,n(x)dx

More generally, let again f/'be an integrable element of C[.X], and consider
L, (f), the algebraic polynomial of degree » that interpolates f at the given set
of nodes {x;} ]’7:0.

Note that:

ijn(f)(x)dx - Zf(xj)jsz,n(x)dx = > ox)
a =0 a =0

14
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« Linear quadrature schemes are able, for a given set of n+1
nodes, to calculate the exact integral of any algebraic
polynomial of degree less or equal to » by choosing the
proper weights w,.

 |If the weights and the nodes are jointly chosen to optimize
the accuracy of the approximation, we have further n+1
degrees of freedom

« \We can therefore expect to calculate the exact integral of
algebraic polynomials of degree less or equal to 2n, which
are characterized by 2(n+1) coefficients.

15
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Suppose we want to find the weights {wo, ®1} and the nodes {xo,x1 } that
satisfy:

1
| puds = Y 0pmte)
=0

whenever m < 3.

Note that:
3 3
+1 +1
J Ndx = j J
I1 E cix |dx E ¢j)  Xax
j=0 j=0

. .. 3 . .
The monomials {x/ }].:O are algebraic polynomials of degree less or equal 3
themselves.

16
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Hence the solution to our problem is pinned down by the following 4

conditions:
o +1
wol + w1 1dx =
-1
e +1
WoX0 + ®1X1 xdx =0
-1
2 " 2
WoxXy + W1X] x2dx = £
1 3
o +1
a)oxg + a)lx‘;’ x3dx =0
-1
The unique solution to the system is:
3 3
wozl,a)lzl,xoz—T,M:%

Hence, the quadrature formula that computes the exact integral of any algebraic
polynomial of degree less or equal to 3 using only two quadrature nodes, i.e.

the formula of precision 3, is:

i3 ) () 17
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Theorem (Gauss) Let {Q;} be the sequence of orthogonal polynomials
relative to a given weighting function w(x), and let {x; }]'.1:1 be the

n zeros of Q, in X. Then, the quadrature formula:
b n
| foomodx = Y difty)
a 1

where:
i b
@; EJ- [in-1(x)w(x)dx

is exact for all polynomials of degree strictly less than 2n.

18
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Lemma (Stieltjes) Let {ao 1}721 be the set of weights defined in (ref: eql0).
Then:
®; = {ljn-1,lin-1) >0
forj=12,...,n

Theorem (Stieltjes) The approximation error is bounded in modulus:

b
1)~ 1(, )] < 2E2,1() | wi)d
Hence:

lim7,(f,0) = I(f)

n—oo

19
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The Golub-Welsch algorithm

Let us now discuss a general method to jointly solve for the quadrature nodes
and weights when the orthogonal polynomials {Q, } are characterized by a
closed form recurrence formula.

We already know that the Gram-Schmidt procedure iteratively defines the
algebraic polynomials that are mutually orthogonal with respect to a particular
weighting function.

In general, given the weighting function w(x) and setting O-1(x) = 0 and
Qo(x) = 1, we have that:

Ojr1(x) = (x —m;)0;(x) — q;0;1(x), j=0,1,2...

20
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For a given degree n, the recurrence relation can be rewritten in matrix form as:

XQ =T-. Q +Qnen_1

where:

Qo
01

\®)
I

Qn—l

-1 =

~
ll

aol

b1 ai

1

bn—2 Ap-2 1

bn—l anp-1

To simplify the task, note that eigenvalues are preserved by similarity

transformations.

Note that if x; is an eigenvalue of T, then O,(x;) = 0. Hence finding the

eigenvalues of T Is equivalent to finding the roots of O,,.

21
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We can apply a diagonal similarity transformation D to T obtaining:

ap /b1
Jbr ar b

J=DTD! =

The Jacobian matrix J is a symmetric tridiagonal matrix whose eigenvalues
coincide with the eigenvalues of T, and therefore with the zeros of Q,,.

Furthermore, if v; is the eigenvector (normalized so that v - v = 1) associated

to the eigenvalue x;, then:

, P
Wi = Vig J-a w(x)dx

where v; 1 Is the first element of v;.
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Gauss-Chebyshev quadrature

e The Chebyshev polynomials are orthogonal with respect to
w(x)=(1-x?)1? over X=/-1,+1].

 The Gauss-Chebyshev weights happen to be constant and
equal to z/n.

o Therefore, the Gauss-Chebyshev guadrature formula is
simply the following:

1 flx) N4
J‘—1 J1-—x2 s %lezf(xj)

where:

23
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e Using the change of variable x=(y+1)(b-a)/2+a we can
write:

+ _ /1 — 2
jzf(x)dx: bga :/{()Hl)z(b Cl) +ai| Y J

2%
1—y2

e Hence:

sz(x)dxz bg“ L Z{ (yj+1)2(b_a) +“:|M
=1

24
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Gauss-Hermite quadrature

 The Hermite polynomials are orthogonal with respect to
w(x)=e™~ over X=/-o0,+x/.

* The Gauss-Hermite quadrature formula is:
+00 /!
f)edx = D of(x))
o =

where the w; are the Hermite weights and the x; are the n
zeros of H (x).

e Recall that, if x~N(u,c?), then:

(x—p)2

Ef)] = —= [ e dv

O+ 27T

25
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« Using the change of variable y=(x-1)/(\N20) we can rewrite it
as:

1 +00 (x—11)?

foge 5 d = = [ f(V2oy+ u)e s

OA2TT ¥ -

* Hence, E/f(x)] can be approximated by:

E[f(x)] = Z o f(J2oy; + )

where the y; are the Gauss-Hermite quadrature nodes. e



