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Abstract

We revisit the relationship between trade and growth taking into account the re-
cent expansion of global value chains (GVCs). We develop a new instrument for trade
based on gravity estimations. Our instrument exploits a recent transportation shock:
the sharp increase in the maximum size of container ships, which has more than
tripled between 1995 and 2007. This shock has an asymmetric impact on different
bilateral trade flows, based on the ex-ante presence of deep-water ports across coun-
tries, since these are the only ports that can accommodate the new larger ships. Our
empirical set-up allows us to obtain instrumental variables not only for gross trade
flows, but also for the different value added components of exports, for which we
run separate gravity estimations based on WIOD data. We find that trade has a pos-
itive effect on GDP per capita, both in levels and in growth terms. Evidence at the
country and industry level suggests that the effect works through both productivity
improvements and capital deepening. We show that the effect of exports on income
is crucially moderated by differences in their value added composition. In particu-
lar, we find evidence of stronger export effects on growth for countries that upgrade
their positioning or improve their participation to GVCs more than others over time.
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1 Introduction

The debate about the benefits of trade has been recently revamped by the protection-
ist moves of President Trump and the Brexit negotiations. Many observers are warning
about the negative effects that raising trade barriers could have on growth, especially
on the grounds that national economies have become deeply connected through global
value chains (GVCs). Yet, none of the available studies investigating the causal effect of
trade on growth focuses on the implications of GVCs. In this paper, we aim to shed light
on this issue.

Assessing the causal impact of trade on growth is a notoriously difficult exercise, be-
cause of the endogeneity of trade. For instance, countries whose income grows more
for reasons that are not related to trade may still engage in more trade. Since the sem-
inal paper of Frankel and Romer (1999), several instrumental variable strategies have
been adopted in this context. The most recent studies provide evidence of a positive
effect of trade on growth by exploiting shocks to transportation technology that have an
asymmetric impact across bilateral trade flows, depending on some geographic charac-
teristics of country pairs (Feyrer, |2018; Pascali, 2017). However, none of these studies
considers the role played by global value chains. In fact, they exploit for identification
historical shocks dating before the surge of GVCs, and they focus solely on gross ex-
ports data, which are not informative of the value-added contributions of each country
to trade.

In the world of GVCs, as production processes get sliced across different nations, the
gross exports of any country embody an increasing share of foreign value added. More-
over, there is substantial double counting in trade figures, as intermediate inputs cross
borders multiple times before consumption takes place (Koopman et al., 2014;|Johnson

and Noguera, 2017). Finally, countries are different in the extent to which they partici-



pate to global value chains, and also in their positioning within them, i.e., from assem-
bling to more upstream stages of the production chain. In this study, we set out to inves-
tigate the implications of such phenomena for the trade-growth nexus.

We make three main contributions. First, we develop a new instrument for trade
based on gravity estimations. This instrument exploits a recent shock to transportation
technology that is concomitant to the expansion of global value chains, and pivotal for
their development: the sharp increase (more than tripling) in the maximum size of con-
tainer ships between 1995 and 2007. Our methodology allows us to obtain instrumental
variables not only for gross trade flows, but also for the different value added compo-
nents of exports, for which we run separate gravity estimations. This enables us to in-
vestigate the growth implications of differences in the extent and modalities of GVCs
involvement of countries, as captured by differences in the value added composition of
their exports.

Second, endowed with the new instrument, we show that gross trade has a positive
effect on GDP per capita over the sample period, 1995-2007, both in levels (with an elas-
ticity of around 0.3) and in growth terms. This is the first evidence on the causal effect of
trade on growth over a recent period witnessing a rapid expansion of GVCs. Moreover,
we provide evidence on the microeconomic channels behind this effect, in terms of pro-
ductivity growth and capital deepening. Specifically, we detect a positive effect of trade
on both value added and capital per worker, not only at the country level but also at the
industry level.

Third, using the export decomposition methodology developed by|Wang et al. (2013),
we show that differences in the value added composition of exports matter in moderat-
ing the effect of trade on income. Intuitively, we find that the elasticity of income to
exports decreases with the share of foreign value embodied in a country’s exports. How-

ever, the type of foreign value that is exported is also relevant. In particular, we find ev-



idence of stronger growth effects for those countries where the composition of foreign
value signals an upgrade in GVCs positioning, or an improvement in GVCs participa-
tion above the median over time. In such cases, indeed, exporting foreign value seems
to generate higher positive spillovers for the domestic economy, as stemming from the
enhanced involvement in global value chains.

The core of our analysis consists of identifying the effect of exports on GDP per capita,
as inPascali (2017). This choice is driven by our focus on global value chains. Indeed, the
GVCs literature has developed the tools to decompose gross exports into their different
value added components, starting from the fundamental difference between domestic
vs. foreign value, and then decomposing these categories further (e.g., Koopman et al.,
2014; Wang et al., 2013). Our main analysis covers the 40 countries included in the 2013
Release of the World Input-Output Database (WIOD), for which gross exports can be de-
composed thanks to the availability of harmonized Input-Output tables]| The countries
in the WIOD sample jointly account for more than 85% of global trade (Iimmer et al.,
2015), and all the major global players are included. Nevertheless, we also show that
our main findings on gross export flows are robust to considering all countries for which
data on trade and GDP per capita are available from UN-Comtrade and the World De-
velopment Indicators, respectively. Moreover, they are robust to considering total trade
figures, thus encompassing both imports and exports. Our analysis spans the period
1995-2007, which covers the rapid expansion of global value chains up until the finan-
cial crisis (Koopman et al.,[2014; Johnson and Noguera, |2017; Timmer et al.| (2014)).

In line with the most recent studies on trade and growth (Feyrer, 2018; Pascali, [2017),
we construct our instrument for trade by exploiting a shock to transportation technol-
ogy that has an asymmetric impact across bilateral trade flows. Specifically, we exploit

the fact that the maximum size of container ships has more than tripled over the sam-

ISee Tables andfor the full list of countries and industries in the WIOD sample.
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ple period: from about 5,000 to 15,500 TEU [ This technological shift has been a game
changer for the transportation industry. The new larger ships available have been widely
adopted, leading to a rapid growth in the average capacity of the world container ships
fleet, which has increased by 60%, moving from about 1,500 to around 2,400 TEU be-
tween the mid-90s and the mid-2000s (UNCTAD) 1997; [UNCTAD, [2010). As a result,
containerized trade has been the fastest growing modality of seaborne trade over the
sample, ultimately accounting for about 40% of total trade in the world (WEO, 2012).

This transportation shock has affected different trade flows asymmetrically, depend-
ing on the cross-country presence of deep-water ports (DWPs), i.e., ports with a water
depth of at least 16 meters. In fact, the new larger ships have a bigger draft and there-
fore can only enter deeper ports, which are unevenly distributed across countries. As
a result, in a relatively short time, a restricted group of pre-existing deep-water ports
has become increasingly central for global trade. In particular, in the sample of WIOD
countries, we have identified only 47 deep-water ports with a container terminal where
all the new ships can operate. The identification of DWPs has not been trivial, due to
lack of ready-to-use data sources, and constitutes one of the contributions of our work.
Specifically, we had to collect information on water depth (and other characteristics) for
more than 4,700 ports, by performing a detailed text analysis on a number of different
sources, the main one being worldportsource.com. As a result of this effort, we have cre-
ated a new original database containing comprehensive information at the port level for
all countries in the world.

Our main analysis involves regressing the GDP per capita of the exporting country
over its exports. We construct our instrument by predicting export flows from gravity
equations that include the following interaction term: the product between the time-

varying maximum size of container ships available in the market, and the number of

2A TEU stands for a Twenty-foot Equivalent Unit, a unit of cargo capacity generally used to describe
the capacity of container ships and container terminals. See infra for more details.
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deep-water ports in each partner country (normalized by the length of its coast). The
basic intuition is that, as larger ships become available, countries export relatively more
towards partner countries that are more endowed with DWPs. In order to ensure the
validity of the exclusion restriction, we employ the presence of deep-water ports only in
partner countries. The identifying assumption is that, conditional on controls, the pres-
ence of DWPs in partner countries —combined with the increase in the size of container
ships- affects domestic GDP in the exporting country only through the trade channel.
Instead, had we used the number of DWPs in the exporting countries, one could won-
der that those ports could be having an effect on domestic growth through channels
other than trade, for instance by stimulating more domestic investments in infrastruc-
tures (Brooks et al., 2018). In the robustness section, we discuss a number of alternative
specifications where we consider also the role of DWPs in the exporting country, with
fully consistent results. In any case, it is important to notice that our identification strat-
egy does not necessarily hinge on the joint presence of DWPs both in the exporter and
in the partner country, as the transportation shock may have an impact on a country’s
exports independently on its type of sea access. For instance, even landlocked countries
might start exporting relatively more towards partner countries endowed with DWPs as
these become more important hubs for global trade, in line with the evidence discussed
in Section 3.4

In the methodology section, we address other potential concerns one might have
with the exclusion restriction. These are related to both components of the interaction
term included in the gravity equations: (1) the country-specific number of DWPs, and
(2) the year-specific maximum size of container ships.

Concerning deep-water ports, their ex-ante distribution across countries is essen-
tially related to geographic characteristics like location and coastal conformation. There

is no significant correlation in our sample between the number of DWPs and the initial



GDP per capita across countries. Moreover, there is no evidence of higher pre-sample
growth for countries that, at the beginning of the sample, export relatively more towards
partner countries endowed with more DWPs.

One could still wonder that partner countries might invest in the artificial creation
of new DWPs by dredging existing (shallower) ports in the expectation of higher growth
in the exporting countries, thus leading to endogeneity. Yet, according to the port data,
it is only after the end of our sample period (2007) that countries have systematically
started to transform standard ports into deep-water ports by dredging (e.g., at New York
and New Jersey Harbor). Hence, the number of DWPs in each country does not change
over the sample, and is thus akin to a time-invariant geographic characteristicf| Even
then, the artificial creation of new deep-water ports would not necessarily invalidate
the exclusion restriction as long as one uses DWPs in partner countries only. In fact, an
exporting country would arguably benefit from new deep-water ports in partner coun-
tries only through the trade channel. As a final consideration, the fact that in recent
years several countries have undertaken significant investments for the creation of new
deep-water ports corroborates the relevance of our instrument, as it signals the key role
acquired by DWPs as main hubs for international trade.

Concerning the transportation shock, a possible issue with our identification strat-
egy is that the increase in the maximum size of container ships might be endogenous to
countries’ GDP growth. Intuitively, new larger ships are designed, launched, and widely
adopted in the shipping industry because they allow for cost reductions in transport
through economies of scale (OECD, 2015; Sys et al., 2008). Hence, besides technical
feasibility issues that are overcome on the supply side, demand also plays a role. To the

extent that positive expectations about future trade growth —and, relatedly, GDP growth—

3There is only one port in the sample of WIOD countries where dredging is happening in the early
2000s: Manzanillo, in Mexico. This is excluded from the baseline analysis, yet considered in a robustness
check in the empirical section.



were driving technological change in transportation, one could then worry about the en-
dogeneity of the transportation shock in our analysis. For this reason, for identification
we only exploit variation across bilateral trade flows within each year. This variation is
driven by the heterogeneous impact of the transportation shock across bilateral trade
flows, as related to the uneven presence of DWPs across countriesﬂ

We estimate gravity equations based on bilateral trade flows at the industry level,
thus taking into account the fact that containerized trade might be more important in
some industries than in others (Bernhofen et al., 2016). Moreover, we also include in the
estimating equations the products between our main interaction term (ship size times
number of DWPs in partner countries) and all the country-pair characteristics. By so do-
ing, we allow the change in transportation technology to have a different impact across
different trade flows not only based on the distribution of DWPs across partner coun-
tries, but also depending on factors such as bilateral distance or contiguity. One could in
fact expect the transportation shock to be more relevant for long-distance exports, and
less relevant for trade between contiguous countries. Indeed, Cosar and Demir| (2018)
find containerized trade to be more cost-effective at longer distances.

Our methodological approach is inherently flexible. Depending on the level of anal-
ysis, we build the instrument by aggregating predicted exports from the gravity models
either at the country or at the industry level. Most importantly, we employ either gross
exports data or the different value added components of exports. This allows us to obtain
specific instruments for each of these components, and hence to construct instrumental
variables for the measures of participation and positioning within global value chains.
This is key for our research question.

The remaining of the paper is organized as follows. Section 2 reviews the related

literature. Section 3 presents the identification strategy and the computation of the in-

“In addition, in Sectionwe present several robustness checks related to this potential issue.
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struments. Section 4 presents the baseline empirical results on trade and growth, while

Section 5 discusses the robustness checks. Finally, Section 6 concludes.

2 Literature

Our paper speaks to different strands of research. In particular, it contributes to the
literature on trade and growth, in which a number of studies have adopted an instru-
mental variables approach based on gravity estimations. In their seminal paper, Frankel
and Romer| (1999) focused on geographic characteristics such as bilateral distance be-
tween countries. These characteristics are indeed powerful determinants of trade flows.
However, the use of geographic characteristics as instruments for exports has later been
criticized, since the same factors might affect countries’ growth through channels other
than trade, thus violating the exclusion restriction. Evidence on this issue has been pro-
vided, for instance, with respect to the role of distance from the equator (Rodriguez and
Rodrik} 2001) P

More recent contributions have capitalized on the Frankel and Romer| (1999) ap-
proach by interacting geographic characteristics with shocks to transportation technol-
ogy, thus constructing time-varying instruments for trade (Feyrer, |2018, and Pascali,
2017). Working with panel data is crucial in this context. In fact, it allows to include
country fixed effects in the regressions, thus controlling for any constant determinants
of income, such as geographical, historical, and institutional factors. The identification
strategy then relies on the assumption that the same transportation shock has a different

impact on different countries, due to some exogenous geographic characteristicsff]

SA recent paper by|Maurer et al. (2017) exploits the connectivity of Mediterranean coastal areas in the
Iron Age to show how more connected areas turn out to host more archaeological sites: a proxy for early
development. While the study does not employ direct trade measures, the effect of coastal connectivity is
interpreted as capturing the role of maritime connections.

8Felbermayr and Groschl (2013) have also developed a time-varying instrument for trade in a gravity
framework. They use natural disasters in partner countries as a source of variation over time, rather than
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Specifically, Feyrer (2018) exploits the reduction in air transportation costs between
1960 and 1995, which has had a larger positive effect on trade for country-pairs where
air distance is much shorter than sea distance. Pascali (2017) instead exploits the intro-
duction of the steam engine in the shipping industry, between the 1860s and the 1870s,
which has reduced shipping costs relatively more for trade routes that were not favored
by wind patterns. None of these studies can take into account the role of global value
chains. In fact, they exploit identification shocks that date before the recent surge of
GVCs, whose expansion accelerated in the mid-90s. Moreover, they rely solely on gross
exports data, which do not allow to capture differences in the participation and posi-
tioning of countries in GVCs.

In this paper, we follow a similar identification strategy as in Pascali (2017) and Feyrer
(2018). However, we rely on a more recent shock to transportation technology, which is
concomitant to the expansion of global value chains and crucial for their development.
In addition, we exploit not only gross trade data but also their decomposed value added
components. This allows us to investigate directly the influence of GVCs on the relation-
ship between trade and growth.

Our work is also related to the growing literature on GVCs. From a methodological
point of view, we capitalize on a number of contributions that have provided the tools for
decomposing gross export flows into their different value added components (Johnson
and Noguera, 2012; Koopman et al., 2014; Wang et al.,|2013; Johnson, |2014a; Borin and
Mancini, 2015; de Gortari, [2017), and have developed indicators for the participation
and positioning of countries and industries within GVCs (Antras et al., 2012; Fally, [2012;
Antras and Chor, |2013; Antras and de Gortari, [2017; Antras and Chor, 2018;|Alfaro et al.,
2018).

a transportation shock. [Feyrer| (2009) instead exploits the closure of the Suez canal between 1967 and 1975
as a natural experiment, to study the effect of distance on trade and the effect of trade on income through
gravity estimations.
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Several recent studies have exploited the decomposition methodologies in different
contexts. Timmer et al. (2014) have used the WIOD data to show that the foreign value-
added content of production has rapidly increased since the early 1990s, as production
processes were progressively disintegrated across borders. A similar finding is obtained
by Johnson and Noguera (2017) considering the value added share of gross exports.
Other studies focus on the role of GVCs with respect to the synchronization of business
cycles across countries (Johnson, |2014b; [Wang et al., 2017). Our paper contributes to
this literature by studying the implications of global value chains for the trade-growth

nexus.

3 Identification strategy

In this section we present the identification strategy. We start by describing the trans-
portation shock and the role of deep-water ports. We then move to the discussion of
the identifying assumption and the exclusion restriction. Next, we present the gravity

equations and estimates. Finally, we introduce the instruments for the GVCs indicators.

3.1 Container ships and deep-water ports

We exploit for identification the increase in the size of container ships between 1995
and 2007. Before introducing our instrument, it is however important to provide some
historical background on the role of containerization.

Containers started to be used for commerce in the US during the mid 1950s, in paral-
lel with the introduction of container ships. International standardization was achieved
in 1965, and by the mid 1980s containers were widely adopted worldwide. In a sample of

157 countries used to track the development of containerization, Bernhofen et al. (2016)
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find that 122 countries had adopted containerized trade (either by sea or rail) by 1983]]
Containers improved dramatically the efficiency of sea-transportation, shortening the
time spent into port facilities and allowing for smoother connections with intermodal
inland transport. The diffusion of containerized trade had a large positive impact on
international trade. According to |Bernhofen et al. (2016), it gave a permanent boost to
the level of trade through a short-lived increase in the growth rate of trade. In particular,
they find that, during the period 1962-1990, the joint adoption of containerized trade
for two trading partners could increase their bilateral trade flows by up to 900%, cumu-
latively over 15 years. Containerization has thus been identified as an important driver
of globalization in those decades.

Our analysis covers a more recent period: 1995-2007. Over this time-span, building
on the potential of containerization, a second shock to transportation technology has
taken place: the sharp increase in the size of container ships. This is what we exploit for
identification. In particular, between 1995 and 2007 the maximum capacity of container
ships more than tripled, moving from about 5,000 to 15,500 TEU, as displayed in Figure
In simple terms, a capacity of 15,500 TEU means that a ship can accommodate up
to 15,500 standard containers[f| Figure [1] also shows (in the solid line) how the average
capacity of operating container ships increased substantially over the same period —-from
around 1,500 TEU to more than 2,400 TEU- as the new larger ships were widely adopted
by market operators (UNCTAD, 1997; UNCTAD), 2010).

The introduction of the new ships was made possible by significant technological im-
provements. Indeed, from the engineering point of view, increasing the maximum ship

size by more than three times in less than fifteen years posed several challenges. A num-

"The remaining 35 countries were mostly developing economies, none of which appears in the WIOD
sample.

8TEU stands for Twenty-foot Equivalent Unit, based on the volume of an internationally standardized
container. A standard intermodal container is 6.1 meters (20 ft) long and 2.44 meters (8 ft) wide. No
precise standard exists on height, although the most common measure is 2.59 meters (8.6 ft), so as to fit
into railway tunnels.
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ber of innovations were introduced along different dimensions, ranging from the devel-
opment of larger steel surfaces with appropriate thickness, to changes in the propulsion
system and in the shaft alignment. Importantly, the new ships also needed new engines
with higher torque in order to maintain a constant cruise speed and therefore being fuel
efficient. In fact, the reduction of voyage costs per single container is one of the three
main sources of economies of scale associated with larger ships, the other two being
related to capital costs and operating costs (OECD, 2015)E]

Overall, according to OECD estimates, an increase in capacity from 5,000 to 15,000
TEU reduces annual operation costs per container by almost 43%, from around 700$ to
400$, assuming an average utilization rate of 85% (OECD, 2015). As larger ships were
adopted and scale economies were exploited, the volume of containerized seaborne
trade has grown by almost four times over the sample: twice as much as compared to
the rest of seaborne trade, which has roughly doubled (UNCTAD, [2014). Key for our
research purposes, these developments in transportation technology have been pivotal
for the expansion of global value chains. Indeed, it is widely recognized that the bene-
fits associated with the break-up of production processes across countries could not be
realized without significant parallel improvements in logistics and transportation (Not-
teboom and Rodrigue, 2008; Memedovic et al., | 2008). As a matter of fact, our sample

period coincides with the phase of rapid expansion of GVCs up until the financial crisis.

9Lower capital costs are obtained as the increase in construction costs for larger ships is less than
proportional with respect to the increase in their capacity. Lower operating costs are instead related to
cost savings per container on the crew, maintenance, and other operations.
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Figure 1: Development of container ships (TEU), 1995-2007
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Notes. Source: authors’ elaboration from UNCTAD, Review of Maritime Transport, various years.

For identification purposes, we exploit the heterogeneity in the impact of the new
container ships across different bilateral trade flows, as driven by the uneven presence of
deep-water ports across countries. The underlying idea is very simple: larger ships have
deeper draft, so they can only enter ports where water is deeper. Hence, the introduc-
tion of larger container ships over time constitutes an important source of exogenous
variation in trade flows, which grow relatively more towards countries that are ex-ante
relatively more endowed with deep-water ports.

More specifically, before 1994 all ports with at least 12.5 meters of depth could ac-
commodate any container ships, as the “maximum draft” of operating ships was at most
equal to 12 meters. In technical terms, the maximum draft of a ship is defined as the dis-
tance between the waterline and the lowest point of the keel. For ease of exposition,
we refer to it simply as the draft in the rest of the paper. Until 1994, the size and draft

of container ships were always compatible with the dimensions of the Panama Canal’s
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lock chambers. This is why container ships of that period are commonly referred to as
Panamax ships. In particular, according to the Panama Canal Authority, container ships
could have a maximum draft of at most 12,04 meters (39.5 ft). This would allow them to
safely fit within the Canal’s original lock chambers, whose depth was 12.56 meters (41.2
ft) ' From 1994 onwards, new larger ships have been progressively introduced and the
maximum draft has increased from 12 to 15.5 meters, as reported in Table[l] This change
has implied that a large number of ports with insufficient water depth has been progres-
sively cut out from the main shipping routes operated by the new container ships, as it
is well documented in the transport literature (e.g. Sys et al., 2008). Hence, over time, a
restricted number of pre-existing deep-water ports has become increasingly central for
global trade. Their uneven presence across countries generates the variation in trade
flows that we exploit for identification.

At the operational level, we define deep-water ports (DWPs) as those ports that have
a water depth of at least 16 meters. These ports can accommodate all the new con-
tainer ships introduced over the sample period: 1995-2007. In fact, the largest series of
ships introduced in 2006, with Emma Maersk being the first produced, have a draft of
15.5 meters. Allowing for the same half-meter operational depth buffer as applied for
the Panama Canal leads to a required water depth of 16 meters for a port to be able to
accommodate them. In particular, in our analysis we focus on deep-water ports that
are also endowed with a container terminal, where container ships can be loaded and
unloaded. These ports are the ones that really matter for our identification purposes.
In fact, the new container ships could physically enter any deep-water port, but there

would be no economic reason for doing that in the absence of a container terminal.

1More completely, the Panama Canal Authority set the maximum ship dimension as: 294,13 m (965 ft)
in length, 32,31 m (106 ft) in width and 12,04 m (39.5 ft) in draft, which yielded a maximum capacity of
around 4,500 TEU. The original Canal’s lock chambers are 33.53 m (110 ft) wide, 320.04 m (1,050 ft) long,
and 12.56 m (41.2 ft) deep.
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Table 1: Evolution of largest container ships

Ship Built Capacity Length Breath Max Draft
(Year) (TEU) (m) (m) (m)
Panamax Class pre-1994 4,500 294 32 12
NYK Altair 1994 4,900 300 37 13
Regina Maersk (Maersk Kure) 1996 7,100 318.2 42.8 14.6
Sovereign Maersk 1997 8,100 347 42.8 14
Axel Maersk 2003 9,310 352.6 42.8 15
Gudrun Maersk 2005 10,150 367.3 42.8 15
Emma Maersk 2006 15,500 397.7 56.4 15.5

Notes. Source: authors’ elaboration from www.containership-info.com, Alphaliner and
Maersk.

The collection of data on ports, including information on water depth and presence
of container terminals, was all but trivial. We have started from an online repository
of world ports, worldportsource.com, which contains information on 4,764 ports in 196
countries. For each of these ports, we have first gathered information on whether or not
they are commercial ports. Then, focusing only on the group of commercial ports, we
have obtained data on their water depth and whether or not they host a container ter-
minal. This has been done by performing a detailed text analysis of the content of the
website. When the necessary information was not available from \worldportsource.com,
the port websites have been consulted, and in some cases port offices have been con-
tacted directly by mail or phone.

To give an idea of the type of work that was carried, it is important to stress how even
the identification of the “relevant” water depth for a port is not obvious. For instance, if
a port has a maximum depth which is greater than 16 meters, but the depth at the quays,
or at the canal that must be used to access the quays, is lower than 16 meters, than we
do not consider this port as being a deep-water one. Indeed, it would be impossible for
a large ship to get loaded/unloaded by cranes at this port’s facilities, as these operations
require ships to be berthed at quays[T| In other words, what matters for our purposes is

the ‘operational’ depth of ports from the container ships perspective. Moreover, in order

UIn this sense, container ships are different from oil carriers, as the latter can be loaded/unloaded
while anchored, via specific floating storage and offloading units moored offshore.
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to identify a port as endowed with a container terminal, it is not enough to know that the
portis used for commercial purposes. In fact, that could also just mean that the port may
handle dry bulk cargo, or oil. We had to make sure that a container terminal was present.
This significant effort in terms of data collection has allowed us to produce a new origi-
nal database including comprehensive information on world commercial ports.

Figure 2|summarizes the information on ports in the 40 WIOD countries, which host
a total of 3,528 ports. Out of this total, we first identified 1,115 commercial ports. Of
these, 870 have water depth lower than 12.5 meters, which implies they could not even
accommodate all the Panamax ships operating before 1994. Focusing instead on the 245
ports with water depth greater than 12.5, only 109 of them host a container terminal. Out
of the latter, there are only 47 deep-water ports, i.e. ports with water depth greater than
16 meters. Their average depth is 18.3 meters. These 47 DWPs constitute the restricted
group of ports becoming increasingly relevant for trade between 1995 and 2007. At the
same time, the remaining 62 ports endowed with a container terminal, but with wa-
ter depth between 12.5 and 16 meters, lose progressively relevance as bigger ships start
operating. Importantly, all the 47 deep-water ports meet the two identification criteria
—i.e., depth of at least 16 meters and presence of a container terminal- for the whole
sample period. Hence, the endowment of DWPs is akin to a time-invariant geographic
characteristic in our analysis[*}

Table |2 displays the uneven distribution of DWPs across the WIOD countries: 19
countries have at least one DWP; 16 countries have access to the sea but do not have
any deep-water port; 5 countries are landlocked. This heterogeneity is key for identifi-
cation purposes. The 47 DWPs with container terminal are the main focus of our analysis

and, unless differently specified, these are the ports we refer to when using the plain ex-

12In the robustness section, we show that our results are unaffected by the inclusion in the set of DWPs
of four additional ports that satisfy the criteria only for part of the sample period. See next section for
details.
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pression deep-water ports in the rest of the paper. Yet, in the empirical analysis, we also
discuss the sensitivity of our results with respect to considering the different groups of
ports highlighted in Figure [2| Moreover, when extending the analysis to all countries in
the world that are not included in WIOD, but for which trade and GDP data are available,

we consider 15 additional DWPs therein located.

Figure 2: Summary of ports in WIOD countries

3,528 2,413
1,115 870
P Port Post-Panamax
anamax Forts Deep Water Ports
Total Non- Commercial Ports with Ports with Ports with depth Ports with Ports with depth
number of commercial ports depth<12.5m depth>=12.5m >=12.5m & depth >=16m >=16m &
ports ports Container terminal Container terminal

Notes. Source: authors’ elaboration on data from worldportsource.com and other sources.

3.2 Identification

In our main analysis, we regress income per capita in a given country and year over its
exports, in levels or in growth terms. To provide evidence on the microeconomic chan-
nels of the trade effect, we also regress labor productivity (and capital per worker) at

the country-industry level over country-industry exports. We construct our instrument
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Table 2: DWPs by country

Country DWPs Country DWPs
Australia 2 Japan 2
Austria 0 Latvia 0
Belgium 1 Lithuania 0
Brazil 1 Luxembourg 0
Bulgaria 0 Malta 0
Canada 0 Mexico 1
China 9 Netherlands 1
Cyprus 0 Poland 0
Czech Republic 0 Portugal 0
Denmark 0 Romania 1
Estonia 1 Russia 0
Finland 0 Slovakia 0
France 3 Slovenia 0
Germany 1 South Korea 3
Greece 1 Spain 8
Hungary 0 Sweden 0
India 2 Taiwan 3
Indonesia 0 Turkey 0
Ireland 0 UK 1
Italy 2 USA 4

Notes. Source: authors’ elaboration on data from world-
portsource.com and other sources.

for exports by predicting export flows through gravity estimations, in the spirit of Frankel
and Romer| (1999), and in line with more recent work by Pascali (2017) and Feyrer (2018).
In particular, we first estimate gravity equations using bilateral export data at the indus-
try level. Then, having obtained the predicted exports from the gravity estimations, we
aggregate them up at the country level, or country-industry level, to compute the appro-
priate instrument depending on the regression to be estimated.

To capture the role of the transportation shock, and its heterogeneous impact across
different trade flows, we augment the gravity specification with the following term: the
interaction between the maximum size of container ships operating in a given year, and
the number of deep-water ports with container terminal that are present in the desti-
nation country (normalized by the number of kilometers of its coast). This interaction
term captures the basic intuition behind our identification strategy: the introduction
of new larger ships reduces transportation costs and boosts exports in general, but rel-

atively more towards partner countries that are more endowed with deep-water ports
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where the new container ships can operate.

Moreover, we also interact the interaction variable just described with the other con-
trols included in the gravity specification, i.e., bilateral distance, contiguity, and land-
lockedness. These additional interactions are meant to capture the fact that the same
change in transportation technology may have, for instance, a stronger impact on trade
flows between countries that are located farther away from each other, and less of an
impact on trade between contiguous countries. In fact, the cost-effectiveness of con-
tainerization has been shown to increase with distance (Cosar and Demir, 2018). More-
over, running separate gravity estimations by industry allows us to account for the fact
that the incidence of containerized trade, and therefore the impact of the transportation
shock, may vary across industries, due to their technological characteristics (Bernhofen
et al., 2016).

The identifying assumption in our analysis is that, conditional on controls, the pres-
ence of deep-water ports in partner countries, combined with the increase in the size of
container ships, affects domestic GDP in the exporting country only through the trade
channel. In the baseline analysis, we do not include an additional interaction between
the size of container ships and the number of DWPs in the exporting country, as these
ports could have an impact on GDP through channels other than trade, thus violating
the exclusion restriction. For instance, a recent paper by Brooks et al. (2018), finds that
US counties located near container ports have grown faster than others between 1950
and 2010. And yet, in the context of our paper, one could wonder that the exports of
a given country might not be affected by the transportation shock if the country does
not host any DWPs itself. In the results section, we provide several robustness checks on
this issue, where we take into account the number of DWPs of the exporting country in
different ways. The results are always consistent with the baseline analysis.

One might have additional concerns with respect to the exclusion restriction, as re-
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lated to the two main drivers of our identification strategy: (1) the country-specific num-
ber of DWPs, and (2) the year-specific maximum size of container ships. We discuss
possible threats to identification in what follows.

First, one could worry about the exogeneity of the number of DWPs across countries.
Intuitively, the presence of deep-water ports in a country is related in the first place to
its geographic characteristics, such as location and coastal conformation. For instance,
oceanic coasts are more likely to host deep-water harbors as compared to the coasts of
internal seas, like the Baltic or the Black Sea. Yet, besides geographic factors, investment
in supporting infrastructure is also required in order to develop deep-water ports that
can accommodate and handle container ships. This investment could then be endoge-
nous to the GDP of hosting countries. However, we actually do not detect any significant
correlation between the number of DWPs in a country (normalized or not by the coastal
length) and its GDP per capita at the beginning of the sample.

Most importantly, given the set-up of our gravity, there is no evidence of higher pre-
sample growth for countries that, at the beginning of the sample, export relatively more
towards partner countries that are endowed with more DWPs. Specifically, there is no
significant relation between a country’s GDP growth over five years before the begin-
ning of the sample, and the trade-weighted number of DWPs in the partner countries
evaluated in the first year of the sample (1995).

Still, one could worry that partner countries might invest in creating new DWPs by
dredging existing ports or, when possible, by adding container terminals to natural deep-
water ports. This would create an endogeneity problem to the extent that such invest-
ments take place in the expectation of higher GDP growth in the exporting country. This
is not an issue in our sample, where we focus on 47 deep-water ports that are operational
throughout the time-period 1995-2007. There is only one port in the WIOD countries

where artificial dredging above 16 meters has happened in the early 2000s: Manzanillo,
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in Mexico. This is not included in the set of 47 DWPs considered in the baseline analysis.
Moreover, there are three ports where water depth was always greater than 16 meters,
but a container terminal was only added over the sample period, after 2002: Ambarli, in
Turkey; Marsaxlokk, in Malta; and Sines, in Portugal. These three ports are also excluded
from the set of 47 DWPs used for the baseline analysis. Nevertheless, in the robustness
analysis we show that our results are essentially unaffected when these ports and Man-
zanillo are included in the set of DWPs.

More in general, it is important to point out that dredging activities have taken place
in many countries only after 2007, mainly in preparation for the launch of a new class
of ultra-large container ships between 2013 and 2015 (with draft up to 16 meters) and
following the expansion of the Panama Canal locks, which started in 2009 and was com-
pleted in 2016/"| This is for instance the case of the ports of New York and New Jersey,
Baltimore, and Miami in the US, where dredging activities have been systematically un-
dertaken only after 2010. These post-sample investments actually corroborate the rele-
vance of our IV strategy, as they signal the importance acquired by DWPs for global trade
over the period of analysis.

Another possible concern with our identification strategy is that the increase in the
size of container ships might be endogenous to GDP growth. Indeed, as for any techno-
logical innovation, the supply side also responds to demand factors. The introduction of
new larger ships is certainly related to technological innovations, as already discussed,
but also to positive expectations on the utilization of ship capacity in the future. To the
extent that such positive expectations about future trade growth are at the same time
related to GDP growth, one could worry about the endogeneity of the transportation

shock.

3The Maersk Triple E Class was launched in 2013; the CSCL Globe class in 2014, and the MSC ’'Oscar’
class in 2015.

14The maximum dimension of ships that can access the new Panama Canal locks is: 366 m (1,200 ft) in
length, 49 m (160.7 ft) in width, and 15.2 m (49.9 ft) in draft.
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In light of these considerations, for identification purposes we only exploit variation
across bilateral trade flows in each given year, as induced by the heterogeneous impact
of the transportation shock, based on the uneven presence of deep-water ports in des-
tination countries and other characteristics of each country pair, such as bilateral dis-
tance. This is done by including a battery of fixed effects in the gravity models that are
used for constructing the instruments. In particular, we employ two different specifica-
tions of the gravity. In the first one we include exporting-country and importing-country
fixed effects, as well as year fixed effects. In the second one we include exporter-year
and importer-year fixed effects, to control for multilateral resistances (Anderson and van
Wincoop, 2003). Clearly, in the latter case we have to drop the main interaction term be-
tween maximum ship size and DWPs in the partner country, hence the transportation
shock is allowed to play a role only through the remaining interactions with the dyadic
variables, such as distance and contiguity.

On top of all this, we also perform additional robustness checks in which we exclude
from the sample China, Denmark, and South Korea. These are three countries for which
endogeneity concerns related to the transportation shock might be more relevant, for
various reasons. In the case of China, where GDP growth is known to be strongly export
driven, one could be worried that Chinese exports account for a large part of the increase
in trade volumes across the Europe-Asia route, which does not use the Panama Canal.
As this route becomes more important over the sample, there is growing demand for
larger container ships that would not pass through the Canal. The increase in the size of
container ships could then be endogenous to GDP growth in China.

In the case of Denmark and South Korea the concern is different. Indeed, these two
countries are characterized by large shipping and shipbuilding industries. As these in-
dustries experience sustained growth over the sample, with the launch of new ships

and the surge of containerized trade, the transportation shock could impact their GDP
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growth not only through higher exports, e.g. of ships, but also through other channels,
thus violating the exclusion restriction.

Reassuringly, our results are largely unchanged when excluding China, Denmark,
and South Korea from the analysis. Notably, in these robustness checks we do not only
exclude these countries from the regressions of income over exports, but also from the
gravity estimations, that is, from the construction of the instruments. In any case, all
our baseline regressions of GDP per capita over exports include year and country fixed
effects, which are meant to soak up any specific characteristics of countries, such as the
ones just discussed.

Moreover, in an additional battery of robustness checks, we augment the baseline
regressions of income over exports with controls for underlying trends and contempo-
raneous shocks. To capture underlying trends, we include in the specification a set of
interactions between the year dummies and a number of initial country characteristics.
These include the levels of GDP per capita, capital intensity, TFP, the ratio of imports
to GDP and the ratio of exports to GDP all measured at the beginning of the sample
(1995). Alternatively, we interact the year dummies with the pre-sample growth rates of
all these variables, measured between 1990 and 1995. By so doing, we aim to control for
country-specific underlying trajectories that might affect the relation between exports
and income over time.

To control for contemporaneous shocks, we interact the year dummies with dum-
mies denoting groups of countries witnessing a similar economic performance over the
sample period. Performance is assessed, alternatively, in terms of: GDP per capita growth,
capital intensity growth, TFP growth, and growth in the ratio of imports and exports
to GDP. For each of these variables, we compute the country-specific changes between
1995 and 2007. Then, for each variable, we group together the sample countries in four

groups, based on the quartiles of the distribution of growth rates. By so doing, we iden-
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tify the effect of exports on GDP per capita only based on the remaining variation within

similar groups of countries in each year. The results are robust across the board.

3.3 Gravity specifications and data

We estimate two different specifications of the gravity model. The first is as follows:

In Export;j., = B.o + B.11In Distance;; + B8.2Contiguity;; + B.sLandlocked;; + B.41n Pop;
+ BosIn Popj + B.s DW Pj x In MaxSize, + Zij 10, + i + sy + Qar + €452t

(1)

where Export;;. , is the export flow from country ¢ to country j, in industry z and year
t. All the g coefficients are industry-specific (the z index), as we estimate the equation
separately for each industry. o.;, a..; and a,, are industry-specific fixed effects for, re-
spectively, exporting country i, partner country j, and year t.

The specification includes three dyadic variables. Distance;; is the population-weighted
distance between the exporter and the partner country. Contiguity;; is a dummy taking
value one if the two countries share a border. Landlocked,; is a dummy equal to one in
case at least one of the two countries is landlocked. In terms of country-specific con-
trols, Pop;, is the population of the exporting country, while Pop;, refers to the partner
country. Essentially, this part of the specification is the same as in Frankel and Romer
(1999). The only difference is that we do not include the size of countries in terms of land
area. In fact, the latter is a time-invariant geographic characteristic that is subsumed in
our specification by the country fixed effects, which Frankel and Romer| (1999) could
not include in their cross-sectional analysis. In what follows, we explain how we further

augment their basic specification following our identification strategy.
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DW P; xIn MazSize, is the interaction between the number of deep-water ports with
container terminal in partner country j (normalized by the number of kilometers of its
coast), and the maximum size of container ships operating in year ¢ (in TEU). This inter-
action term is meant to capture the role of the transportation shock, with its differential
impact on different country-pairs, as induced by differences in the presence of DWPs
across countries. Z;;, is a vector of interactions between DW P; « In MaxSize; and, in
turn, the population variables, and the three dyadic terms: distance, contiguity, and
landlocked. These interactions further capture a potential heterogeneous impact of the
transportation shock across different country-pairs, depending not only on the number
of DWPs in the partner country but also on other characteristics.

The second specification of the gravity is as follows:

In Export;j.. = B.o + B:1 In Distance;; + B.oContiguity;; + B.3Landlocked;;
(2)
+ Wij,t5/z + Qi+ Qg €t

The key difference with respect to the first specification is the inclusion of industry-
specific exporter-year and partner-year fixed effects: a.;; and «.;, respectively. Consis-
tent with the recent gravity literature, these dummies are meant to capture the so-called
multilateral resistance terms (MRTs). That is, in simple terms, the average barrier to
trade for each country, in a given year, with respect to all other countries. The concept
of multilateral resistance has been first introduced by/Anderson (1979), and then opera-
tionalized in the seminal paper by Anderson and van Wincoop, (2003), which provided a
microfoundation of the empirical gravity equation.

The inclusion of these country-year fixed effects implies dropping from the specifi-
cation the two population variables and, most importantly, the main interaction term

capturing the role of the transportation shock: DW P, « In MaxSize,. Hence, in this grav-
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ity model we exploit the impact of new container ships only through the vector W;,,
which includes the interactions between DWW P; x In MaxSize; and the three dyadic vari-
ables: distance, contiguity, and landlocked.

Endowed with the industry-specific gravity estimates (from either one of the speci-
fications) we obtain the country-level instrument for exports by aggregating predicted
export flows for each exporting country i over partner countries (j) and industries (z).

Specifically, the instrument is computed as follows:

Instrument;; = Z Z (E%Ttijm). 3)

7 z
For the regressions where we investigate the impact of trade on country-industry out-
comes, such as labor productivity, we build up the instrument by aggregating predicted
exports over partner countries (j) only, separately for each exporting country i and in-

dustry z:

Instrument;,; = Z (E%rtijz’t). (4)
J

These two different aggregations are suggestive of the flexibility of our IV approach.
In the econometric analysis, we exploit this flexibility to assess the sensitivity of our re-
sults with respect to, e.g., changing the set of countries, or the set of industries that are

considered in the construction of the instrument.
Data on dyadic variables and population are sourced from the CEPII database (Head
et al., 2010). For the main analysis, trade data are sourced from the 2013 Release of the

World Input Output Database (WIOD). The sample includes 40 countries, as listed in
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Table The bilateral export flows that we use span the period 1995-2007, and are
available for 35 disaggregated industries, encompassing agriculture and mining, manu-
facturing, and services. The description of industries is available in Table[A2] Consistent
with our identification strategy, in most of the analysis we focus on trade in manufac-
turing goods, for which container ships are directly relevant. Specifically, we consider
14 manufacturing industries: c03-c16 of Table Nevertheless, as additional evidence,
we also present results based on non-manufacturing industries and total trade figures.
Finally, when we extend the analysis to non-WIOD countries, we source trade data from

the CEPII-BACI database, which is based on UN-Comtrade.

3.4 Gravity estimates

Table|3|reports a summary of our industry-specific gravity estimates from the first spec-
ification, which includes the main interaction term between DWPs in partner countries
and the time-varying maximum size of container ships (DW P; * In MaxSize;). Specif-
ically, row 1 reports the estimated coefficients for this term in four alternative estima-
tions. For each of them, we report both the average and the median estimates across
the industry-specific regressions. The same is done in the remaining rows for the coeffi-
cients of the three dyadic variables —distance, contiguity, and landlocked- and for their
interactions with DW P; * In MaxSize,.

The first two columns of Table 3|refer to our baseline gravity estimates, where: (1) we
focus only on manufacturing exports; and (2) we consider only the restricted number
of 47 deep-water ports which have at least 16 meters of depth and do host a container
terminal. These are the ports where all the new larger container ships can not only be ac-
commodated but also loaded/unloaded by cranes. Our identification strategy hinges on
the fact that these ports become increasingly central for trade as larger ships start oper-

ating over time. If that is the case, in our gravity estimates we should observe that, ceteris
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paribus, relatively more exports are directed towards partner countries where more of
these ports are located. In line with the expectations, both the average and the median
estimated coefficients of DW P;  In M axSize, are positive, as can be seen in the first row
of columns 1 and 2, respectively. As a matter of fact, the coefficient of DW P;xIn MaxSize,
is positive in all the industry-specific estimations, and statistically significant in most
cases. Among the few exceptions we find the oil industry, which is not surprising given
that this industry is less container-intensive than other manufacturing industries/"

What is the substantive magnitude of these estimates? Consider that DW P; is de-
fined as the number of DWPs in the partner country j divided by the number of kilome-
ters of its coast, in thousands. Then, the average coefficient in column 1 (1.86) implies
that one extra DWP in a partner country per one thousand kilometers of coast is as-
sociated to higher exports towards that country by 1.86*In MaxSize, percentage points.
Taking the average of In MaxSize;, which is equal to 9.09, the result is an increase in
trade by around 16.9% (1.86*9.09) in a year, all else equal. Considering that In M axSize,
grows from a minimum of 8.5 in 1995 to a maximum of 9.65 in 2007, the elasticity ranges
roughly between 15.8 and 17.9%. To give an idea, for a country like Germany, which has
3.624 thousand kilometers of coast, one additional DWP would be associated, on aver-
age, to an increase in yearly exports directed to the country by around 4.7%: far from
negligible. This figure is obtained by multiplying 16.9 times 0.28, which is the ratio be-
tween one new port and 3.624 thousand kilometers of coast.

In columns 3-6 of Table [3| we assess the sensitivity of the gravity results to using al-
ternative groups of ports for the computation of DW P;. Specifically, in columns 3-4 we
consider the entire group of 77 WIOD ports with water depth of at least 16 meters, as
presented in Figure 2, thus including also the 30 ports which do not host a container

terminal. All the new container ships introduced until 2007 could enter such ports, as

15Table in the Appendix reports all the industry-specific estimates.
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Table 3: Gravity estimations - summary statistics

Dependent Variable: In(export)

1) )

3 4

®) (6)

(@] )

Depth:

Ports >= 16 m.

Ports >= 16 m.

Ports >=12.5m.

Ports >= 16 m.

Only with container terminal: Yes No Yes Yes
Sectors: Manufacturing ~ Manufacturing ~ Manufacturing All Sectors
Summary statistic: Avg. Med. Avg. Med. Avg. Med. Avg. Med.
Partner DWPs * In(MaxSize) 1.860 1.550 0.224 0.190 0.391 0.263 0.564 0.842
Distance -1.668 -1.648 -1.647 -1.629 -1.665 -1.644 -1.363  -1.303
Distance * Partner DWPs * In(MaxSize) 0.005 0.005 0.001 0.001 0.002 0.002 0.005 0.005
Contiguity 0.543 0.578 0.556 0.598 0.541 0.577 0.606 0.572
Contiguity * Partner DWPs * In(MaxSize) -0.003 -0.004 -0.004 -0.005 -0.001 -0.001 -0.002  -0.003
Landlocked -0.317 -0.156 -0.360 -0.185 -0.317 -0.158 -0.212  -0.141
Landlocked * Partner DWPs * In(MaxSize) 0.003 0.002 0.004 0.004 0.001 0.000 0.003 0.003

Notes. The table reports average and median estimates of selected coefficients across the industry-specific gravity regres-
sions. These are estimated according to Equation [T} using gross exports as dependent variable. The underlying industry-
specific estimates are presented in Table[A3] The column headers specify which ports and sectors are considered in the
estimations.

they are deep enough, but there would be no economic reason for doing this, due to
the lack of a container terminal. The estimated coefficients of DW P; x In MaxSize, are
much smaller in this case as compared to the baseline estimates in columns 1-2. A sim-
ilar decline in the coefficients can be observed in columns 5 and 6, where we consider
the group of 109 ports that do host a container terminal and have water depth of at least
12.5 meters. In this case, on top of our baseline 47 DWPs, we are considering 62 extra
ports with depth between 12.5 and 16 meters (see Figure 2). These ports could accom-
modate all the container ships operating until 1994, but were then progressively cut out
from the main shipping routes operated by the new larger ships.

Overall, this evidence supports our identification strategy based on the presence of
deep-water ports with container terminals across countries. Indeed, when we intention-
ally make our measure of the relevant DWPs less precise, by considering larger groups of
ports, the elasticity of exports to the number of ports in the partner countries is signifi-

cantly reduced, by almost one order of magnitude. This is suggestive of the central role
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played by our core group of 47 ports.

To further explore the sensitivity of the gravity results, in columns 7 and 8 of Table
we report coefficients based on gravity estimates that include also 19 service industries
(c17-c35 in Table[A2), as well as agriculture and mining (c01-c02 in Table[A2). The ports
considered in this case are the 47 DWPs used for the baseline estimates of columns 1-2.
The average coefficient of DW P; % In M axzSize;, in column 7, is reduced by almost 70%
as compared to column 1. The median coefficient, in column 8, is reduced by around
46% as compared to column 2. This evidence further corroborates our research design.
In fact, we did expect the impact of new container ships, combined with the presence of
DWPs across countries, to be stronger for manufacturing trade. To the extent that trade
in services is complementary to trade in goods, the transportation shock could have an
impact also on services exports. Yet, this impact would be intuitively less important.
Similar considerations apply to agriculture and mining, which are also less container-
intensive than manufacturing. Consistently, and in line with earlier literature, in most of
the empirical analysis we focus on manufacturing exports, for which our instrument is
most relevant. Nevertheless, we also show that our main results are robust to consider-
ing total trade as well.

Concerning the other gravity coefficients reported in Table 3, we retrieve across the
board the usual negative (and significant) estimates for distance and the landlocked
dummy, along with positive estimates for the contiguity dummy. Besides this, it is im-
portant to comment on the interactions between these variables and DW P;xIn Max Size,,
to further characterize the role played by the transportation shock. In particular, the in-
teraction with distance is positive, in line with the idea that the negative impact of dis-
tance on trade is reduced by improvements in transportation technology. The negative
interaction term with contiguity is also intuitive, as economies of scale in sea shipping

are less relevant for contiguous countries. It is instead less intuitive, at least at first sight,
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to observe positive coefficients for the interaction between DW P; * In M axSize, and the
landlocked dummy. Yet, one should keep in mind that this dummy indexes all cases in
which either the exporter or the partner country are landlocked. The positive interaction
might then reflect the fact that landlocked countries export progressively more towards
partner countries that are more endowed with DWPs. Indeed, as the maximum size of
container ships grows over time, these partners might become more important as me-
diators for the exports of landlocked countries to the rest of the world, for instance by
hosting more assembling plants where intermediates produced in landlocked countries
are used. This type of dynamics would explain why the transportation shock, combined

with the presence of DWPs, reduces the negative impact of landlockedness on trade.

3.5 Therole of global value chains

Our analysis so far was based on gross exports data from official trade statistics. How-
ever, focusing only on gross trade figures would not allow us to investigate directly the
role of global value chains. In fact, as already discussed, the expansion of GVCs raises
three main issues with such data. First, the gross exports of any country embody an in-
creasing share of foreign value added. Second, intermediate inputs cross borders mul-
tiple times before being finally absorbed in a country, thus generating double-counting
in official trade statistics. Third, given the same gross exports figures, countries may be
different in terms of participation and positioning within GVCs. To investigate the im-
plications of these phenomena for the trade-growth nexus, we move on to decomposing
gross exports into their different value added components.

We employ the methodology developed by Wang et al.| (2013), which generalizes the
export decomposition by Koopman et al.|(2014). The advantage of theWang et al.| (2013)
approach with respect to earlier alternatives is that of allowing for a precise value added

partition of bilateral export flows not only at the country level but also by industries,
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in line with our empirical approach. This feature of the methodology derives from a
“backward-linkage” modeling approach, which identifies, within each industry’s gross
exports, the domestic value added produced not only in the industry itself but also in
all the upstream domestic industries. This is different from the “forward-linkage” ap-
proach adopted for instance by Koopman et al. (2014). In particular, the latter approach
would attribute to each industry also the value added indirectly exported via the gross
exports of other industries in the same exporting country, thus breaking the one-to-one
link between value added exports and gross exports at the industry level. This difference
in the two approaches would not matter when considering the total gross exports at the
country-level, for which exactly the same decomposition is obtained by Koopman et al.
(2014) and Wang et al. (2013), but it is crucial for our purposes, as we estimate gravity

models based on bilateral industry-specific data.

Figure 3: Main value added components of exports

Gross exports
(E¥)

L S~

Domestic value- Value-added first Foreign value- Pure double counted
added absorbed exported but added Terms
abroad eventually (FVA) (PDC)
(DVA) returned home
(RDV)

Notes. Source:|Wang et al.[(2013)

At a first level of analysis, the methodology by Wang et al.| (2013) allows to decompose
each industry-level gross export flow in four main components, whose sum is equal to
the export flow itself. These components are highlighted in Figure 3} and explained in

what follows:

e Domestic Value Added (DVA): this is the value added generated in the export-

ing country that is absorbed abroad. As explained above, this “backward-linkage”
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measure takes into account all the domestic value added embodied in the exports
of a given industry, no matter in which domestic industry such value added has
been generated in the first place. Thus, it considers the creation of domestic value

added along all the vertically related industries in the exporting country.

Returned Domestic Value Added (RDV): this is the domestic value added embod-
ied in the export flow which returns home at a later stage. This term includes the
export of intermediates that are processed abroad and then return back, embodied

either in final goods or in more complex intermediate goods.

Foreign Value Added (FVA): this is the foreign value added embodied in domestic

exports, both of final goods and of intermediates.

Pure Double Counting (PDC): this is the portion of gross exports accounted for by
intermediates crossing borders multiple times before being finally absorbed in a
country. PDC may include value added generated both in the exporting country
and in foreign countries. To clarify how PDC works, imagine the following situa-
tion: country A produces and exports an intermediate input of value X to coun-
try B, where further processing happens and a semi-finished product is produced.
Country B then exports the semi-finished product to country C, where additional
value is added and a final good is produced. Finally, country C exports the final
good to country D, where it is absorbed by consumers. In the end, the initial inter-
mediate produced in country A has crossed borders three times. According to the
methodology by|Wang et al.[(2013), in the first export flow, from A to B, its value Xis
counted as domestic value added (DVA). In the second step, from B to C, value X is
counted as pure double counting (PDC). It is only in the third and final step, from C
to D, that X is counted as foreign value added (FVA). If there would be n additional

steps before the final one, value X would always be counted as PDC until the final
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export flow, reflecting the multiple border-crossing from the country where value

added is originally generated to the country in which it is finally absorbed.

Table 4| reports descriptive statistics on the four main components of gross exports
for the WIOD countries. These figures are obtained as summary statistics from the
pooled database of bilateral export flows across all countries and manufacturing indus-
tries, over 1995-2007. DVA accounts on average for about 70% of gross exports, followed
by FVA with around 22%, and PDC with slightly more than 7%. RDV is on average much
less relevant, below 1%, but it rises up to 33% for some export flows. Overall, the rela-
tive importance of the four components may change substantially across different ex-
port flows. These changes reflect differences in the relevance and shape of global value
chains across countries and industries.

Comparing the first and last year of the sample, 1995 and 2007, the average share of
domestic value added decreases by around 6 percentage points, from about 73 to 67%.
At the same time, foreign value added and pure double counting become on average
more relevant, by around 3 percentage points each. These patterns are consistent with
the expansion of global value chains, as also highlighted in earlier contributions (Tim-
mer et al., 2014;Johnson and Noguera, |2017), and provide an important motivation for

our analysis.

Table 4: Value added shares

Variable Obs. Mean Std. Dev. Min Max

Share DVA 278,700 0.698 0.136 0.070 1
Share RDV 278,700 0.004 0.012 0 0.338
Share FVA 278,700 0.224 0.112 0 0.924
Share PDC 278,700 0.074 0.067 0 0.662

Notes. Source: authors’ elaboration based on WIOD data using the value
added decomposition by|Wang et al.|(2013).

Each of the four main value added components identified by the Wang et al.| (2013)

methodology can be further decomposed into sub-components. For our purposes, it
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is crucial to consider the breakdown of foreign value added and pure double counting,
as presented in Figure 4| In particular, FVA can be decomposed in two parts: foreign
value added embodied in final goods (FVA_FIN) vs. intermediates exports (FVA_INT).
A two-parts decomposition also applies to PDC, where we can disentangle pure double
counting deriving from domestic (DDC) vs. foreign sources (FDC). The share of exports
accounted for by the sum of the two components of FVA (FVA_FIN + FVA_INT), plus PDC
from foreign sources (FDC), constitutes the so-called “vertical specialization” (VS) share
initially identified by Hummels et al. (2001) and highlighted in Figure 4l This captures
the overall foreign value embodied in gross export flows.

We begin our analysis of the trade-growth nexus by regressing GDP per capita over
gross exports, instrumented using the predicted export flows from the gravity estima-
tions discussed in the previous section. Next, we extend the analysis to investigate sep-
arately the role of different value added components of gross exports. In order to do
this, we obtain different instrumental variables for each of the components described
above, by running separate gravity estimations where we consider as a dependent vari-
able one component at the time. By so doing, we allow the transportation shock to have
a potentially different impact on different types of trade flows.

For illustrative purposes, Table[5|reports the gravity estimates for the four main value
added components: DVA, RDV, FVA, and PDC. As in Table (3} we report the average and
median coefficients across the industry-specific regressions[’¥| These estimates refer to
our baseline approach, where we focus on manufacturing trade and on the set of 47
DWPs with container terminal. Therefore, they are fully comparable with the figures in
columns 1 and 2 of Table[3} which refer to gross exports.

The patterns that emerge on the four value added components are in line with the

evidence on gross exports. Most importantly, the average and median estimated coeffi-

16See Tables in the Appendix for all the industry-specific results.
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cients of DW P; x In MaxSize, are always positive, and the interactions with the dyadic
terms follow the same patterns as for gross exports. The DVA estimates are the closest
to the gross exports figures in columns 1 and 2 of Table 3} which is not surprising given
that DVA accounts on average for the largest share of exports. Some intuitive differences
emerge in the RDV estimates, where the coefficients on distance and contiguity are al-
most twice as big. These findings are consistent with the two-way trade flows implied
by RDV, which corresponds to value added that is first exported and then returns back,
thus amplifying both the cost disadvantages of distance and the advantages of contigu-
ity. RDV displays also the lowest coefficients on DW P; x In MaxSize,, consistent with a
lesser role played by large container ships for this type of trade. The same coefficients
are instead somewhat higher for FVA, signaling a higher elasticity of this component of
exports to the transportation shock. Our IV approach allows us to exploit this hetero-

geneity for identification.

Table 5: Gravity estimates - value added components

1) @ 3) 4) 5) (6) @] (C)]

Dependent Variable (In): DVA RDV FVA PDC
Summary statistic: Avg. Med. Avg. Med. Avg. Med. Avg. Med.
Partner DWPs * In(MaxSize) 1.854 1.552 0.758 0.621 2.080 1.763 1.170 0.995
Distance -1.662  -1.644 -2.682  -2.680 -1.657  -1.639 -1.724  -1.708
Dist. * Part. DWPs * In(MaxSize) 0.005 0.005 0.007 0.007 0.005 0.005 0.005 0.005
Contiguity 0.533 0.564 0.962 0.991 0.553 0.575 0.533 0.569
Cont. * Part. DWPs * In(MaxSize) -0.003  -0.004 -0.006  -0.006 -0.003  -0.004 -0.004 -0.004
Landlocked -0.323  -0.165 -0.456  -0.342 -0.295 -0.139 -0.310  -0.180
Land. * Part. DWPs * In(MaxSize) 0.003 0.002 0.004 0.004 0.003 0.002 0.002 0.002

Notes. The table reports average and median estimates of selected coefficients across the industry-specific gravity regres-
sions. These are estimated according to Equation[I} The column headers specify which value added component of gross
exports is considered as dependent variable. The underlying industry-specific estimates are presented in Tables

As a first extension to the baseline regressions of income over gross exports, we split

the latter in two main components: domestic value vs. foreign value. The domestic con-
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tent of exports is the sum of three components: domestic value added (DVA), returned
domestic value added (RDV), and the domestic component of pure double counting
(DDC). The foreign content (VS), as explained above, is the sum of foreign value added
(FVAINT + FVA_FIN) and the foreign component of pure double counting (FDC). We
employ as instrumental variables the sum of predicted trade flows for each component.
For instance, the instrument for the domestic component of exports is computed as the

sum of predicted DVA, RDV, and DDC, each obtained from separate gravity estimations.

Figure 4: FVA, PDC, and VS

e ————
- ~
- ~

Foreign value- s A Pure double
added (FVA) ‘\\ VS / counting (PDC)
~~~~~~~~ . /\
Foreign value- Foreign value- Pure double Pure double
added used in added used in counting counting from
final goods intermediate from foreign domestic
exports exports sources sources
(FVA_FIN) (FVA_INT) (FDC) (DDC)

Notes. Source:\Wang et al.[(2013)

The distinction between domestic and foreign content of gross exports is very in-
tuitive and relevant as we aim to assess the impact of trade on income. Indeed, while
exports of domestic value added contribute directly to domestic GDP in the exporting
country, there is not such a direct link when it comes to exports of foreign value. There-
fore, one could wonder about the very existence of a growth effect of exports in a context
in which we observe a systematic reduction of the domestic component in favor of the
foreign one, as driven by the expansion of GVCs. However, exporting foreign value may
still generate positive spillovers for the domestic economy, and thus a positive effect on
GDP per capita.

Next, we focus on the potential implications of differences in the composition of the
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foreign component of exports (VS). In particular, the relative shares of the three com-
ponents of VS, i.e., FVA_INT, FVA_FIN, and FDC, can be used to construct indicators for
participation and positioning within GVCs. Specifically, as an indicator for GVCs par-
ticipation we take the ratio between the foreign component of pure double counting
(FDC) and the overall foreign value embodied in exports (VS). As discussed by Wang
et al. (2013), FDC can only be there when there is back and forth trade of intermediate
goods. Thus, for given vertical specialization, an increasing weight of FDC in VS indi-
cates the deepening of cross-country production sharing, with the exporting country
becoming more embedded in global value chains. As an indicator for GVCs positioning
we take the ratio between foreign value added embodied in intermediates (FVA_INT)
and the overall foreign value of exports (VS). This approach is inspired by [Wang et al.
(2013), who notice how an increase in the relevance of FVA_INT captures the fact that
a country is upgrading its industries to start producing intermediates that are exported
to other countries for final goods production. We instrument each indicator by taking
the relevant ratio of predicted trade flows from the corresponding gravity estimations.
For instance, GVCs positioning is instrumented with the ratio of predicted FVA_INT over
predicted VS. In the income regressions, we interact VS, alternatively, with the country-
level changes in GVCs participation and positioning, evaluated over the whole sample
period. This allows us to investigate the extent to which changes in GVCs performance

influence the effect of foreign value exports on growth.

4 Trade and income

4.1 Baseline results

To investigate the impact of exports on income, in line with Feyrer (2018) and Pascali

(2017) we start by estimating regressions of the following form:
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InGDPpc;y = o + p1In Export, , + a; + a; + €4, 5)

where G D Ppc; , is the GDP per capita of country i in year ¢; Export;, stands for the aggre-
gate manufacturing exports of country : in year ¢; while «; and o, are country and year
fixed effects, respectively.

Table [ reports the baseline estimates of Equation 5| The first two columns refer to
the WIOD sample, while the second two columns show regression results for the en-
larged sample including all the 184 countries for which data on gross exports and GDP
per capita are available from CEPII-BACI (Comtrade) and WDI, respectively. For each
sample, the first column reports the OLS estimates, while the second column reports
the IV results. The instrumental variables are computed as in Equation 3} by aggregating
the industry-level predicted exports from the second specification of the gravity model
(Eq. [2), which includes exporter-year and importer-year fixed effects, i.e., the multi-
lateral resistance terms (MRTs). This is our favorite specification, as it is fully consistent
with the theoretical microfoundations of the gravity model (Anderson and van Wincoop,
2003). Nevertheless, in the robustness section we show that our findings are essentially
unchanged when using as instruments the predicted exports from the first specification
of the gravity (Eq. [1). The latter does not include the MRTs and therefore allows to iden-
tify the main interaction term between the maximum size of container ships and the
number of DWPs in partner countries, as discussed in the previous section.

Our findings suggest that exports have a positive effect on GDP per capita. According
to the IV estimates, a one percent increase in exports leads to higher GDP per capita by
around 0.28-0.32 percent. The estimated effect is very close in the two samples, and it
is slightly lower than the 0.5 trade elasticity estimated by Feyrer (2018) over the period
1960-1995. While comparing coefficients across different empirical studies is inherently

problematic, a lower elasticity between trade and income over 1995-2007 might be con-
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sistent with the contemporaneous decrease in the domestic value added contribution
to exports that we have documented. We provide evidence in line with this idea when
considering the role of GVCs/["|

As to the instruments, the first-stage coefficients are positive and significant, point-
ing to the expected positive correlation between predicted and actual export flows. The
F-statistic is also reassuringly high in both cases, corroborating the strength of the in-
struments. The estimated elasticity between export and GDP per capita is somewhat
higher in the IV estimates than in the OLS ones. This result is in line with earlier evi-
dence in the literature, from the seminal paper of Frankel and Romer (1999) onwards.
A possible explanation for the downward bias in OLS is related to measurement error.
As discussed by |Frankel and Romer| (1999), trade might be an imperfect measure of the
income-enhancing interactions between countries. Besides that, as noticed by [Felber-
mayr and Groschl (2013), any instrument might be identifying the effect of trade on in-
come relatively more on countries and years for which such nexus tends to be stronger,
as a sort of local average treatment effect (see Angrist and Pischke, [2009).

In Table [7|we take a long differences approach. Specifically, we regress the change
in GDP per capita between the first and last year of the sample (1995-2007) against the
change in exports evaluated over the same 12-year interval. This cross-sectional analysis
allows us to capture the causal effect of exports on income over a long period of time, in
which different channels for the effect of trade might operate. Table 7| has the same
structure of Table [6} and displays consistent results despite the drop in the number of
observations/T]

To investigate the growth effect further, in Table [§)we regress GDP per capita growth

over lagged export growth. We focus on the WIOD sample, which is our baseline choice

17In a recent paper, (Constantinescu et al. (2018) also find that the trade elasticity declined significantly
in the 2000s even before the crisis.

18[n the WIOD sample, which includes 40 countries, we have a total of 39 observations. This is due to
lack of GDP per capita data for Taiwan in the World Development Indicators.
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Table 6: Income regressions - baseline

Dependent Variable: In(GDP p.c.) 1 2 3) 4)
Sample: WIOD All countries
In(Export) 0.270***  0.321*** 0.165***  0.277***

[0.051] [0.029] [0.041] [0.034]
Estimator OLS 2SLS OLS 2SLS
Country effects yes yes yes yes
Year effects yes yes yes yes
Obs. 507 507 2,363 2,363
R2 0.82 - 0.72 -

First-stage results

Predicted trade flows from gravity - 0.592%** - 0.716%**
- [0.025] - [0.030]
Kleibergen-Paap F-Statistic - 569.5 - 571.9

Notes. The dependent variable is the logarithm of GDP per capita. In(Export) is the log-
arithm of gross exports at the country level. The regressions in columns (1) and (2) are
estimated on the WIOD sample; the regressions in columns (3) and (4) are estimated on
all the 184 countries for which trade and GDP per capita data are available from CEPII-
BACI and WD], respectively. The regressions in columns (1) and (3) are estimated by
OLS; the regressions in columns (2) and (4) are estimated by 2SLS. Robust standard er-
rors in brackets. ***, **, * indicate significance at the 1, 5 and 10% level, respectively.

given the focus on GVCs. We measure growth by taking differences over different time
intervals, from one to five years. Lags of export growth are always taken according to
the considered time interval. For instance, when we compute GDP growth between year
t and t-3, export growth is then measured between t-3 and t-6. Clearly, the longer the
time interval, the less observations we have in the estimations. In each case, we report
both the OLS and the IV results. The estimated coefficients on export growth are always
positive and statistically different from zero. The effect of trade on growth tends to in-
crease as we consider longer stacked differences, from one to four years, while it seems

to stabilize at five.
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Table 7: Income regressions - long differences

Dependent Variable: A In(GDP p.c.) 12 years 1) 2) 3) 4)

Sample: WIOD All countries

A In(Export) 12 years 0.331*%*  0.379*** 0.306 0.685**
[0.075] [0.082] [0.213] [0.273]

Estimator OLS 2SLS OLS 2SLS

Obs. 39 39 184 184

R2 0.47 - 0.01 -

First-stage results

Predicted trade flows from gravity - 0.646*** 0.875%**
- [0.060] [0.065]
Kleibergen-Paap F-Statistic - 115.8 182.9

Notes. The dependent variable is the 12-year growth of GDP per capita, computed between 1995
and 2007. A In(Export) 12 years is the 12-year growth of gross exports at the country level, com-
puted between 1995 and 2007. The regressions in columns (1) and (2) are estimated on the WIOD
sample; the regressions in columns (3) and (4) are estimated on all the 184 countries for which
trade and GDP per capita data are available from CEPII-BACI and WDJ, respectively. The regres-
sions in columns (1) and (3) are estimated by OLS; the regressions in columns (2) and (4) are es-
timated by 2SLS. Robust standard errors in brackets. ***, **, * indicate significance at the 1, 5 and
10% level, respectively.
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4.2 Channels

In this section we provide evidence on some of the mechanisms through which exports
might affect income. Specifically, we focus on two traditional channels emphasized by
the literature: labor productivity growth and capital deepening. Labor productivity is
proxied by value added per worker, while information on capital per worker is used to
investigate capital deepening. Data on value added and capital per worker are sourced
from the World Input-Output Database (WIOD). We run regressions both at the coun-
try level and at the country-industry level. The industry-level instruments for exports
are obtained as in Equation[4} by aggregating predicted export flows separately for each
industry in each country.

In Table[9]we run regressions in levels, with the same empirical specification as for the
income regressions (Eq. [5). For each dependent variable —and for each level of analysis—
we report both OLS and IV estimates. The coefficients on exports are always positive,
and highly significant in the instrumental variables regressions. Similar evidence is ob-
tained in Table (10, where we take the long differences approach. Overall, our findings
suggest that exports have a positive impact on GDP growth by inducing both higher pro-
ductivity growth and more investment per worker. Interestingly, the estimated elastic-
ities are somewhat higher at the country level than at the industry level. This result is
consistent with the existence of positive spillovers across industries, which are best cap-

tured when focusing on aggregate outcomes at the country level.
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4.3 Therole of global value chains

So far we have investigated the growth effects of gross exports, in line with the received
literature on trade and income. Our contribution with respect to earlier studies was that
of exploiting a relatively recent transportation shock, allowing us to analyze the trade-
growth nexus over a time period characterized by a rapid expansion of GVCs. In this
section, we move forward by studying more directly how global value chains might have
an impact on the identified link between exports and income. We work on WIOD data,
which allow to decompose gross exports into value added components.

For ease of comparison, column 1 of Table |11| replicates the baseline IV regression
of GDP per capita over exports, as reported in column 2 of Table [f} As a first exten-
sion, we consider the domestic and the foreign components of gross exports, first sep-
arately (columns 2 and 3) and then jointly (column 4). These components are defined
as explained in Section[3.5] Specifically, the domestic component is the sum of domes-
tic value added (DVA), returned domestic value added (RDV), and the domestic part of
pure double counting (PDC). The foreign component is the sum of foreign value added
(FVA_INT + FVA_FIN) and the foreign part of pure double counting (FDC). Intuitively,
one could expect a lower trade elasticity of income in contexts where foreign value ac-
quires a more prominent role as a share of total exports, since the foreign component of
exports is not directly related to domestic activities that would contribute to GDP in the
exporting country. However, exporting foreign value might still be complementary to
a whole range of domestic activities -from manufacturing to transportation and other
services— which may not be reflected in the exports of domestic value added, but are
certainly captured by GDP per capita.

We find a higher elasticity of income with respect to domestic value than to foreign
value: 0.37 vs. 0.21. When we include both variables in the same regression, in column 4,

the coefficient on domestic value rises to 0.48, while the one on foreign value becomes
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negative: -0.10. Overall, in line with the expectations, these results are suggestive of a
lower elasticity of income to gross exports in contexts where the foreign component of
exports is relatively more important. To clarify, the negative coefficient on the foreign
component should not be read as evidence that exporting foreign value is detrimental
for income. As a matter of fact, domestic and foreign value are part of the same export
flows and they are positively correlated. Moreover, there is no export of foreign value
without a complementary domestic component in our data. Consistently, if we compute
the overall effect of exports in column 4 —i.e., summing over domestic and foreign value,
each multiplied by its own coefficient— we always obtain figures that are positive and
statistically different from zero, even for the lowest predicted values.

Next, we focus on differences in the composition of the foreign value of exports (VS).
As explained in Section these differences are informative of the participation and
positioning of countries within GVCs. As a proxy for participation, we consider the ratio
between the foreign component of pure double counting (FDC) and the total foreign
value of exports (VS). As a proxy for positioning, we take the ratio of foreign value added
embodied in intermediates (FVA_INT) over VS (Wang et al., 2013). For each indicator,
we compute the change at the country level over the whole sample period, from 1995 to
2007. We instrument such changes using variations in the corresponding ratios based
on predicted trade flows, as obtained from the component-specific gravity estimations.

In columns 5 and 6 of Table[11]we interact VS with, respectively, the change in GVCs
participation and the change in GVCs positioning["¥] In both cases the estimated coeffi-
cients on the interaction terms are positive and highly significant. These results point to
a higher elasticity of income to exports for those countries witnessing an increase in par-
ticipation or an upgrade in GVCs positioning over the sample. These interaction effects

reduce the negative impact of VS on the trade elasticity of income. In particular, con-

Notice that the linear terms of the changes in participation and positioning are subsumed by the
country fixed effects.
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sidering column 5, when computing the overall effect of VS on income at different levels
of A Participation we find the effect to be negative and significant only up until the me-
dian change in participation, while it becomes statistically indistinguishable from zero
above the median. Exactly the same finding is obtained in column 6, when considering
the change in GVCs positioning. By and large, these results suggest that exporting for-
eign value generates stronger spillovers for the domestic economy in contexts where the
growth in such exports is associated either with an upgrade in the positioning of a coun-
try in GVCs —from assembling to higher stages of the value chain- or with an increase in
participation, thereby the country becomes more embedded and central in GVCs (Wang
etal.,2013).

In Table [12| we perform the same analysis focusing on long differences. Column 1
replicates the baseline long-differences regression of column 2 in Table[7] In columns 2-
4, we consider the 12-year differences in domestic and foreign value, first separately and
then jointly. In columns 5 and 6, we interact the change in VS with the change in GVCs
participation and positioning, respectively. The results are qualitatively unchanged with
respect to the analysis in levels of Table To provide a parallel with the previous dis-
cussion, the estimated overall effect of exports in column 4 is never negative. It is sta-
tistically insignificant only for Japan, otherwise it is always positive and significant. Per-
haps not surprisingly, the strongest estimated effect of exports on growth is obtained for
China, followed by the new Central and Eastern Members of the European Union, and
by Mexico.

To summarize, our evidence suggests that the effect of exports on income is crucially
moderated by the value added composition of gross trade flows, and by changes in coun-
tries’ participation and positioning within GVCs. In particular, we find evidence that ex-
porting foreign value does not necessarily reduce the impact of exports on growth, to the

extent that higher exports of foreign value are related to increasing GVCs participation
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and upgraded GVCs positioning. To the best of our knowledge, this is the first empirical
evidence on the moderating role of global value chains for the causal link between trade

and growth.

Table 11: The role of GVCs - baseline

Dependent Variable: In(GDP p.c.)

(€] 2

(©]

®)

(6)

In(Export) 0.321%**
[0.029]
In(Domestic Value) 0.370*** 0.489***  0.431***  0.487***
[0.031] [0.045] [0.055] [0.044]
In(Foreign Value - VS) 0.217**  -0.108***  -0.220"*  -0.046
[0.024] [0.027] [0.039] [0.032]
In(VS) * A Participation 1.898***
[0.397]
In(VS) * A Positioning 0.794***
[0.163]
Estimator 28LS 2S8LS 2SLS 2SLS 2SLS 2S8LS
Country effects yes yes yes yes yes yes
Year effects yes yes yes yes yes yes
Obs. 507 507 507 507 507 507
R2 0.82 0.83 0.77 0.83 0.82 0.83
Kleibergen-Paap F-Statistic 569.5 577 647.4 298.5 325 30.2

Notes. The dependent variable is the logarithm of GDP per capita. In(Export) is the logarithm of gross
exports at the country level. In(Domestic Value) is the sum of domestic value added (DVA), returned do-
mestic value added (RDV), and the domestic part of pure double counting (PDC). In(Foreign Value - VS) is
the sum of foreign value added (FVA_INT + FVA_FIN) and the foreign part of pure double counting (FDC).
A Participation is the change in the ratio between the foreign component of pure double counting (FDC)
and the total foreign value of exports (VS), computed at the country level between 1995 and 2007. A Po-
sitioning is the change in the ratio between foreign value added embodied in intermediates (FVA_INT)
and VS, computed at the country level between 1995 and 2007. All the regressions are estimated by 2SLS.
Robust standard errors in brackets. ***, **, * indicate significance at the 1, 5 and 10% level, respectively.

5 Robustness

In this section, we provide a battery of robustness and sensitivity checks on the identifi-
cation strategy. In Table|13} we focus on the baseline finding on the effect of exports on
GDP per capita in the WIOD sample. All the reported coefficients refer to the gross ex-
ports explanatory variable. To ease comparisons, row 1 replicates the baseline estimate
of column 2 in Table[6l

We begin by changing the set of fixed effects included in the gravity specifications.
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Table 12: The role of GVCs - long differences

Dependent Variable: A In(GDP p.c.) 12 years (1) 2) 3) (4) (5) (6)
A In(Export) 0.379***
[0.082]
A In(Domestic Value) 0.436*** 0.642***  (0.578*** 0.590***
[0.077] [0.111] [0.141] [0.125]
A In(Foreign Value - VS) 0.264***  -0.186**  -0.295***  -0.068
[0.077] [0.075] [0.111] [0.119]
A In(VS) * A Participation 1.957**
[0.876]
A In(VS) * A Positioning 0.865**
[0.431]
Estimator 2SLS 2SLS 2SLS 2SLS 2SLS 2SLS
Obs. 39 39 39 39 39 39
R2 0.46 0.52 0.28 0.56 0.47 0.56
Kleibergen-Paap F-Statistic 115.8 115.8 156.9 59.15 5.2 4.4

Notes. The dependent variable is the 12-year growth of GDP per capita, computed between 1995 and 2007. All the
explanatory variables are also computed as 12-year growth rates, between 1995 and 2007. In(Export) is the gross
exports at the country level. In(Domestic Value) is the sum of domestic value added (DVA), returned domestic
value added (RDV), and the domestic part of pure double counting (PDC). In(Foreign Value - VS) is the sum of for-
eign value added (FVA_INT + FVA _FIN) and the foreign part of pure double counting (FDC). A Participation is the
change in the ratio between the foreign component of pure double counting (FDC) and the total foreign value of
exports (VS), computed at the country level between 1995 and 2007. A Positioning is the change in the ratio be-
tween foreign value added embodied in intermediates (FVA_LINT) and VS, computed at the country level between
1995 and 2007. All the regressions are estimated by 2SLS. Robust standard errors in brackets. ***, ** * indicate sig-
nificance at the 1, 5 and 10% level, respectively.

Specifically, in row 2 we employ as instrumental variable the predicted exports obtained
from the first specification of the gravity model (Eq. [1). This includes exporter, im-
porter, and year fixed effects instead of exporter-year and importer-year effects, i.e., the
multilateral resistance terms. In row 3, we include dummies for each pair of (exporter-
importer) countries, along with the year dummies. The estimated elasticity of GDP to
exports is essentially unchanged.

Next, we go back to the baseline specification of the gravity (including MRTs), to as-
sess whether the normalization of the number of deep-water ports by the coast length
has any bearing on our findings. To this purpose, in row 4 we employ the plain number
of deep-water ports in partner countries, without dividing by the number of kilometers
of coastline. Reassuringly, the estimated export elasticity is virtually unchanged. In row

5, we normalize the number of ports by the length of the coastline, as in the baseline
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regression, but we expand the set of DWPs from 47 to 51. In particular, we include the
port of Manzanillo, in Mexico; Ambarli, in Turkey; Marsaxlokk, in Malta; and Sines, in
Portugal. As discussed in Section 3.2} Manzanillo is the only port where water depth has
increased above 16 meters over the sample years, due to dredging. In the other three
cases, a container terminal was added after 2002 to ports that were already deeper than
16 meters. The inclusion of these four ports leaves the export elasticity unaffected.

One could be concerned that the presence of DWPs in the exporting country is key
for our identification strategy. That is, a country’s trade might not really be affected by
the introduction of larger container ships unless it hosts DWPs within its own territory.
In our baseline set-up of the gravity, we do not include the number of DWPs in the ex-
porting country, as that could be endogenous to GDP per capita, by affecting income
through channels other than trade. Yet, one could worry that this omission might lead
to a suboptimal exploitation of the identification shock.

To address this concern, in row 6 we use as instrument the predicted exports from
an augmented specification of the gravity, where we also take into account the num-
ber of DWPs in the exporting country. Specifically, on top of the interactions between
DW P; x In MaxSize, and the three dyadic variables, we also include interactions based
on DW P, xIn MaxSize;, where DW P, is the number of deep-water ports in the exporting
country. Along similar lines, in row 7 we consider the sum of the ports in the exporting
and importing country, that is, DW P;; * In MaxSize,. In row 8 we interact In MaxSize,
with a dummy taking value 1 if both the exporter and the importer host at least one
deep-water port. The coefficient of exports is remarkably stable across specifications,
suggesting that our conservative choice to leave out the potentially endogenous domes-
tic ports has no significant implications for our findings. Still, to make sure that our
results are not driven by exporting countries endowed with DWPs, in row 9 we replicate

the baseline analysis of row 1, but keeping in the sample only the exporting countries
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that do not host any deep-water ports. Results are in line with the baseline evidence also
in this case. This finding is consistent with the idea that the transportation shock, com-
bined with the presence of DWPs in partner countries, may explain variation in export
flows even for landlocked countries, as discussed in Section [3.4| when commenting on
the gravity coefficients.

Another possible concern with our identification strategy is that the increase in the
size of container ships over time might be endogenous to GDP growth, to the extent
that positive expectations about future trade growth are important for the change in
transportation technology, and are at the same time related to GDP growth. For this
reason, all our gravity estimations always include either country and year fixed effects
or their interactions. In other words, for identification purposes we exploit the variation
across bilateral trade flows within each year, as driven by the uneven presence of DWPs
across partner countries and other bilateral features.

On top of that, in rows 10 and 11 we assess the sensitivity of our results to dropping
from the analysis three countries for which this type of endogeneity concerns might be
more relevant: China, Denmark, and South Korea. These countries are excluded not
only from the income regressions but also from the gravity estimations. In particular, in
the gravity we exclude the exports of each of the three countries towards all the partner
countries, and also the exports of all the partner countries towards them. In row 10 we
exclude China, whose rapid growth over the sample was key in fostering trade across the
Europe-Asia route, free from the size constraints of the Panama canal. In that respect,
the increase in the size of container ships could be endogenous to GDP growth in China.
In row 11, we instead exclude Denmark and South Korea: two countries characterized
by significantly large shipping and shipbuilding industries relative to their GDP. As im-
provements in transportation boost the performance of these industries, there could be

an impact on GDP in these countries via channels other than trade, thus raising endo-
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geneity concerns. Both in row 10 and in row 11 our results are essentially unchanged as
compared to the baseline evidence.

In row 12, we regress GDP per capita over total exports at the country level, thus
including also exports in non-manufacturing industries. The point estimate on the ex-
port elasticity is slightly higher, but not statistically distinguishable from the baseline
estimate where we consider only manufacturing exports. We refrain from drawing any
stronger conclusions from this evidence given the nature of our identification strategy,
which fits manufacturing better than other sectors. In row 13, we consider as explana-
tory variable the total trade in manufacturing, that is, the sum of exports and imports. To
instrument this variable, we take the sum of predicted export flows and predicted import
flows from the gravity estimations. For exports, this just involves following the baseline
approach as in row 1. For imports, we run the same gravity estimations as for exports,
where the underlying intuition is that, as the size of container ships grows, countries
start importing relatively more from partners that are endowed with more DWPs. The
estimated elasticity of GDP per capita to total trade is very close to the one estimated for
exports only. The latter has been the main focus of our analysis, since we have exploited
the possibility of decomposing export flows in value added components to study the role
of GVCs.

We proceed by performing some additional robustness checks on the gravity estima-
tions. In particular, in row 14 the instrument is obtained from gravity estimates based
on aggregate manufacturing exports from country to country. That is, we run only one
estimation of the gravity equation, instead of 14 industry-specific estimations. The esti-
mated export elasticity is close to the baseline.

In row 15 we exclude the estimated fixed effects from the computation of the in-
strumental variable. This is arguably the most conservative choice that we can make.

In fact, the instrument now only reflects variation in export flows on top of exporter-
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Table 13: Income regressions - robustness

Dependent Variable: In(GDP p.c.) Coeff. Std. Err.  Obs.  KP F-Stat.
1) Baseline 0.321%** [0.029] 507 569.5
2) Gravity without MRTs 0.347*** [0.061] 507 48.34
3) Controlling for country-pair dummies 0.316**  [0.029] 507 639.2
4) Plain number of DWPs 0.316***  [0.029] 507 571.5
5) Including 4 additional DWPs 0.321**  [0.029] 507 568.5
6) Including exporter DWPs 0.321***  [0.029] 507 570.7
7) Sum of importer and exporter DWPs 0.322**  [0.029] 507 568.8
8) Dummy for country pairs with atleast 1 DWP in both ~ 0.324***  [0.029] 507 569.4
9) Only countries with no domestic DWPs 0.353***  [0.018] 273 1227
10) Excluding China 0.283***  [0.029] 494 580.5
11) Excluding Denmark and South Korea 0.317**  [0.030] 481 536.1
12) Considering total exports 0.361***  [0.031] 507 862.3
13) Considering total trade (exports + imports) 0.341**  [0.026] 507 283.5
14) Gravity based on aggregate data 0.298***  [0.027] 507 781.2
15) Excluding fixed effects from IV computation 0.345***  [0.073] 507 16.4
16) Using a time trend instead of Max Size 0.168* [0.089] 507 5.4
17) PPML estimator 0.388*** [0.071] 507 31.2

Notes. The dependent variable is the logarithm of GDP per capita. Unless differently specified in the
first column, the coefficients refer to the variable In(Export), which is the logarithm of gross manu-
facturing exports at the country level. The regression in row 1 replicates the baseline result of col-
umn 2 in Table@ All the other regressions provide robustness checks on that result, as detailed in
each row. All regressions are IV. Robust standard errors in brackets. ***, **, * indicate significance at
the 1, 5 and 10% level, respectively.

year and importer-year specific factors. Such residual variation is determined by the
dyadic terms —distance, contiguity, landlocked- and, crucially, by their interactions with
DW P; x In MaxSize,. Reassuringly, we still obtain a point estimate of the export coeffi-
cient that is very close to the baseline. If anything, it is actually slightly larger.

One could still wonder that our main interaction term, DW P; * In MaxSize,, is just
capturing a generic time trend and not really any specific role of growing container ships.
To address this concern, in row 16 we then interact DWW P; with a time trend instead of
In MaxSize;. As it can be seen, the F-statistics drops below 10, and the estimated co-
efficient on exports is much lower and imprecisely estimated, pointing to the key and
distinctive role of the transportation shock for our results. As a final robustness check,
on top of excluding the MRTs from the instrument, in row 17 we compute the instru-
mental variable based on the PPML gravity estimation proposed by [Silva and Tenreyro
(2006). This methodology addresses both zero trade flows and heteroskedasticity issues.

If anything, the estimated elasticity of income to trade is again slightly higher than the
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baseline.

In Table [14] we take into account the potential role of underlying trends and unob-
served contemporaneous shocks. We proceed by augmenting the baseline specification
of column 2 in Table [ with different sets of interactions, as explained in Section
In panel a) we allow for different trajectories across countries based on initial charac-
teristics. Specifically, we interact the year dummies with either the initial value or the
pre-sample growth of: GDP per capita, capital intensity, TFP, the ratio of imports to GDP,
and the ratio of exports to GDP. The estimated coefficient on exports is always positive,
highly significant, and close to the baseline estimate.

In panel b) we interact the year dummies with dummies denoting groups of coun-
tries displaying a similar performance over the sample. Specifically, we group countries
based on the quartiles of the distributions of growth rates in the same variables consid-
ered for underlying trends. The idea is that countries displaying a similar performance
in these observable outcomes might be facing similar unobserved shocks. In these re-
gressions we identify the effect of exports only on the remaining variation within each
group of countries and year. The results are again in line with the baseline analysis. Only
in row 11 the estimated coefficient of exports is positive and significant but smaller than
the baseline (0.094). However, that is the regression where we interact the year dummies
with dummies capturing GDP per capita growth over the sample, which is clearly en-
dogenous. Overall, our main results do not seem to be driven by any specific underlying

trends or unobserved contemporaneous shocks.
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Table 14: Income regressions - robustness

Dependent Variable: In(GDP p.c.) Coeff. Std. Err.  Obs.  KP F-Stat.
a) Underlying trends based on pre-sample country characteristics

1) Year dummies * initial GDP per capita (1995) 0.260***  [0.033] 507 280.1
2) Year dummies * pre-sample growth of GDP per capita (1990-1995) 0.262***  [0.026] 507 466.0
3) Year dummies * initial capital intensity (1995) 0.295**  [0.032] 507 344.9
4) Year dummies * pre-sample growth of capital intensity (1990-1995) 0.313**  [0.029] 507 559.6
5) Year dummies * initial TFP (1995) 0.251%** [0.033] 507 328.3
6) Year dummies * pre-sample growth of TFP (1990-1995) 0.267**  [0.024] 507 483.4
7) Year dummies * initial import/GDP (1995) 0.327*** [0.030] 507 540.3
8) Year dummies * pre-sample growth of import/GDP (1990-1995) 0.350***  [0.029] 507 588.9
9) Year dummies * initial export/GDP (1995) 0.328***  [0.030] 507 464.9
10) Year dummies * pre-sample growth of export/GDP (1990-1995) 0.319**  [0.028] 507 648.8

b) Contemporaneous shocks based on country performance in sample

11) Year dummies * country group - GDP per capita growth (1995-2007) 0.094***  [0.028] 507 216.5
12) Year dummies * country group - capital intensity growth (1995-2007)  0.270***  [0.026] 507 4704

13) Year dummies * country group - TFP growth (1995-2007) 0.282***  [0.027] 507 439.4
14) Year dummies * country group - import/GDP growth (1995-2007) 0.259**  [0.026] 507 441.7
15) Year dummies * country group - export/ GDP growth (1995-2007) 0.379***  [0.032] 507 434.1

Notes. The dependent variable is the logarithm of GDP per capita. The coefficients refer to the variable In(Export),
which is the logarithm of gross manufacturing exports at the country level. In each row, the baseline specification of
column 2 in Table[6]is augmented with interaction terms between the year dummies and the variables specified in
the first column. All regressions are 2SLS. Robust standard errors in brackets. ***, **, * indicate significance at the 1, 5
and 10% level, respectively.

6 Conclusion

We have studied the effect of trade on growth in the age of global value chains. We have
developed a new instrument for trade. This exploits a recent shock to transportation
technology —the sharp increase in the size of container ships observed from the mid-
1990s— which has had an asymmetric impact across bilateral trade flows depending on
the ex-ante distribution of deep-water ports across countries. The new instrument has
allowed us to investigate the effect of trade on income over a recent period characterized
by a rapid expansion of GVCs. We have found that trade has a positive effect on GDP
per capita, both in levels and in growth terms. Evidence at the country and industry
level suggests that the effect works through both productivity improvements and capital
deepening.

Our results shed the first light on the role of global value chains as moderators of

the income effects of trade. In particular, we have shown that differences in the value
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added composition of exports have significant implications for the effect of exports on
growth. Intuitively, the elasticity of income to exports decreases with the share of foreign
value embodied in gross export flows. Yet, this is not the case when the growth of foreign
value exports reflects a significant increase in participation or an upgrade in position-
ing within GVCs. In such contexts, exporting foreign value seems to generate stronger
complementarities with respect to domestic activities, as driven by the enhanced in-
volvement in global value chains.

Our results have important policy implications. First, they suggest that the positive
effects of trade on growth remain relevant and are not necessarily weakened by the ex-
pansion of GVCs. Getting embedded in global value chains seems to be a powerful de-
terminant of growth, even if it implies that a growing share of gross exports represents
value added that has been produced in foreign countries. Moreover, exports have a posi-
tive effect on GDP growth even for countries that are not displaying substantial upgrades
in positioning within GVCs over the sample, although climbing the value chain results
in growth premia. Second, and relatedly, investing in physical infrastructures to facili-
tate trade seems to be key. Our results highlight the important role acquired by deep-
water ports as main hubs for trade over the sample period. In light of our findings, the
widespread investments observed in more recent years for the creation of new DWPs ap-
pear as a well-motivated and important step for trade facilitation and growth. We hope
that our new data and empirical approach will nurture further research on the growth

implications of global value chains, which we deem extremely important for trade pol-

icy.
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Appendix

Table Al: Wiod countries

Australia
Austria
Belgium
Brazil
Bulgaria
Canada
China
Cyprus
Czech Republic
Denmark
Estonia
Finland
France
Germany
Greece
Hungary
India
Indonesia
Ireland
Italy

Japan
Latvia
Lithuania
Luxembourg
Malta
Mexico
Netherlands
Poland
Portugal
Romania
Russia
Slovakia
Slovenia
South Korea
Spain
Sweden
Taiwan
Turkey

UK

USA

Notes. The table reports the list of
countries included in the WIOD sam-

ple.

63



-adures QOIM 9Y} UI papn[oUI SALSNPUT JO ISI 3y} s110dar [qe) 9y, SaIoN

UOTONIISUO)) 810
su0s19d pakordurg yaip SPIOYISNOH d1eALid Geo A1ddng 1318M\ PUE SBO KA)1O1N09[] L19
S9IIAISS [BUOSI9] PUE [BID0S “AUNuIuio)) 19Y310 $€ Surpofoay oaN ‘Surmioenuey 912
JI0A\ TRIO0S pUe Yi[eoH €0 juswdmby j10dsueiy, GIo
uoneonpg 260 juawdibyg 1eondQ pue [eo1nosg y10
*09G Te100S A1osndwo) 9ousje pue Urwpy o1qnd 1€ 29N ‘Arauryoey €10
SANIANIY ssaulsng 1910 pue bgRA jo Sunuay 0€2 [eI9IA PaIedLIqR] PUE S[BIJIA JIseq 210
SONIANOY aJelsd [eaYy 629 [eISUIIN OI[EISIN-UON 1210 11
UONBIPAULIdIU] [RIDURUL] 820 So1se[d pue Iaqqny 012
SUONBIIUNWIWOIII], PUE IS0 129 $1ONPOoIJ [edTWAYD PUE S[EITWIYD 602
‘AndY 1odsuel], Arerxny pue dunioddng 19410 929 [en4g Iea[dnN pue WnNa[0I11ad pauyay ‘o) 802
1odsuely, 1y G20 urysiiqng pue Sunurq ‘Iaded ‘dng 109
110dsuel], 1918\ $29 3100 pUB POOA JO S1INPOIJ PUB POOM 902
110dsuel], puefuy €20 IeaM100,] pue I9Y)ea] 500
SjuBINE)SIY pUe S[OI0H 220 $1ONpoIJ d[IXA], PUe SI[NXAL, $00
spoo5) HH Jo areday ¢ sa[o1yaA 1010]A Jo 1dadxq ‘Opei], [Te1oy 129 020eqO], pue sade1aAag ‘po0q €09
‘A 1010]A] JO 1da0XH ‘Opel], UOISSIWWO)) PUE dPBI], 3[eSI[OYA 02o Surdireng) pue uruiy 200
[en4 Jo a7es [re1ay A 1010\ Jo Ireday pue “JUIBA ‘O[eS 612 3urysig pue 41153104 ‘Sununy ‘oImMoudy 109

uondrsagq apoD AOIM uondrsagq 3poD AOIM

SoTISNpPUT QOIM ¢V O1q8L

64



s110dxa ssoi13 Suisn

"A[9ATI09dSAI ‘[9A] %O PUE G ‘T 9Y) JB 90UBIYTUSIS IBITPUI 4 ‘4 “ssese "SIO[OBIQ UT
SIO1Id pIepUR)S ISNQOY "SALIISNpul Jo uondirosap ayy HOH 9[qeL 99S "UOTBWIIISA YIBA Ul PaIaPISU0I ST ATIsnpul Yorym Ajroads s1opeay uwnjod ay], "d[qerrea juspuadap se

uonenby 01 SUIPIOJOE PAILWINSI 3Tk 3SAY], "SUOIsSaISaI A11aeiS oyroads-A1snpul 9Y) WOIJ SIUIIOYJI0D PIIII[IS UO SIIBWINSI $110da1 9[qe] oY, "SIION

€8°0 280 £€8°0 G8°0 ¥8°0 280 £€8°0 280 L0 18°0 18°0 6L°0 6L°0 18°0 o
¥2eioe 1161 11961 s12'0T 98102 881°0C 861°0C 62202 86181 S81°0T 15002 vEE61 8020 291°02 sq0
[t00°0] [200°0] [100°0] [100°0] [100°0] (10070 [T00°0] [100°0] [200°0] [100°0] [100°0] [100°0] [100°0] [100°0]

000°0 ##x800°0 ##xL00°0 #x€00°0 100°0 100°0 000°0 100°0- ##xG00°0~ ##x€00°0 +€£00°0 #0100 200°0- ##x800°0 (9ZISXBIN)U] , SAM 1oulIed 4 PAYI0[pUL]
[S90°0] [801°0] [820°0] [690°0] [¥90°0] [980°0] [€20°0] [¥80°0] [211°0] [€80°0] [e11°0] [860°0] [060°0] [160°0]
SO0T°0- YET'0- 80°0 ##xC81°0- #xx[LT°0- v10- iaay #x€GG°0- #x V89T~ 2c0'0- #x£99°0- $80°0- #x01€°0- V1970~ Ppaxydo[pue]
[200°0] [200°0] [100°0] [100°0] [100°0] [100°0] [100°0] [100°0] [200°0] [100°0] [200°0] [200°0] [200°0] [100°0]
##xL00°0- #5000~ +£00°0- #x700°0- 100°0- ##x€00°0- #9000~ +£00°0- #+x910°0- 000°0 #500°0 #0070~ #0070~ #x700°0 (9ZISXBN) U] » M JowIed , Amsnuo)
[6%0°0] [690°0] [S50°0] [150°0] [S¥0°0] [¥S0°0] [S50°0] [2¥0°0] [690°0] [¥S0°0] [€50°0] [S90°0] [150°0] [2¥0°0]
+xG€9°0 #6950 #xG8E°0 +xx[6€°0 =V IV°0 #x6CL°0 #x€09°0 +:91G°0 #xx6VL°0 #x€0G°0 #xL85°0 +#x6€9°0 +x19C°0 #xLC9°0 fym3nuop
[100°0] [100°0] [000°0] [000°0] [000°0] [000°0] [100°0] [000°0] [100°0] [100°0] [100°0] [100°0] [100°0] [000°0]
#x700°0 #x€00°0 #7000 ++x700°0 +x900°0 #x,00°0 #xG00°0 +#xG00°0 +x€00°0 #x900°0 #x,00°0 +#xG00°0 +xG00°0 #x,00°0 (9ZISXRI)UT , SdM( 1oUIEJ 4 doUeISIq
[€20°0] [22070] [T20°0] [T20°0] [¢z0°0] [c20°0] [zz0°0] [020°0] [z€0°0] [€20°0] [s20°0] [920°0] [€20°0] [cz00]
GOV - #xV9G T~ #xxLCE T~ #x 18T~ #x:0GL7T- #9791~ #9591~ #xEEG T~ +xx60€7C- #xxC 1671~ #x8€8T- #1691~ +x:C09'T- #xx€9LT- aoueIsIq
[822°0] [816°0] [22270] [829°0] [599°0] [672°0] [€29°0] [179°0] [es1'1] [S690] [908°0] [268°0] logL 0] [829°0]
++GL6°1 v8’0 81’1l # IVET ##x8€0°C S50 #x6L9°1 +#xG68°C L9°0 = 1CV'1 #x818F #xL96°C #0881 708°0 (dZISXRIN)U] « SM( ToulIed
919 S19 148 €1 [4%] 110 [US] 602 802 L0d 902 S09 02 €09 :Ansnpug
((20] (€D (€49] (1D (o1 (6) ® 2) 9 (9 2] (€ @ (D (10dxa)u :9[qerie Juspusdaq

s110dxd ss013 - A11aRI3 [9A9[-ADISNPU] €V S[qeL,

65



"A[9A1OadSaI ‘[9A] %01 PUB G ‘T 9} I8 90UBIYIUSIS SIBITPUI 4 ‘4s ‘sses "SIO[OBIQ UI SIOIID
pIepuesls 3snqoy ‘sarnsnput jo uondrosap ayl HE_M«_ 9[gBL 99S "UONBWIISA I8 Ul PAIIPISU0D SI Ansnpul yorym AJroads s1opeay uwnjod ay], d[qerrea juspuadap

se yAQ Sursn f1luonenbyg 01 Surpioooe parewnsa a1e 9say ], suoIssaidal A1aeid ogroads-Ansnpur ay] WOIJ SIUSIOLJI0D PIIII[As UO $91BWINSI $110daI 9[qe) YL, SION
80 280 €80 80 80 280 €80 €80 <0 18°0 180 620 080 18°0 Al
vze'oz 11261 119'61 S12'02 981'02 881'02 86102 62202 861'81 S81'02 150'0¢ vEE'6T 802'02 Z91'02 'sq0
(100°0 (20001 [100°0] [100°0] (100°0! (100°0] [100°0] (10001 (20070 (100°0] (100°0] [100°0] (10070 (100°01
0000 4xs8000  «xxl000  :xE00°0 1000 1000 0000 10000 «xxS000"  4aaP00'0 #E000  +e0T0°0 1000 8000  (OZISXBIANU[ . SAMA Bd » "PUBT
(590°01 (801°0! 122001 1690701 (£90°01 (980°0] [z20°0] [¥80°0] (911701 (£80°0] [z1r0l 1260°0] 1680701 (160°01
480T°0- V10 LL00  aelBT'0°  4xsGBT0- P10 WGET0  wnel9G°0  4xaGBY'T- L2007 wxx€L9°0- L80°0"  sxaSIE0-  wcb19°0- paxyoo[pue]
(2000 (200°0] [100°0] [100°0] (1000 (100°0] [100°0] [100°0] [200°0] (100°0] (200°0] [200°0] [200°0] (100°0]
exL000°  4x2500°0- 000" xxb00°0- 100°0-  xx€00°0- 59000~ €000-  «xx910°0- 00070~ G000 wb0007  wF000-  wub000  (QZISXEADUL, SAMA MEJ « TUOD
16%0°0] (690°0] [vso'ol [150°0] (55070 (¥S0°0] [g50°0] 12v00] (890701 (¥50°0] (£50°0] 1590701 (15001 (2¥0°0]
48290 4xxlSG0  wekSLE0  w€8E0  we0BE0  weBIL0 wxa9850  wxxl0S'0  wexEFLO wkb8V0 kLGS0 waBEIO  wxsSSTO 4xxEC90 Aym3nuoy
[100°0] [100°0] [000°0] [000°0] [000°0] [000°0] [100°0] [000°0] [100°0! (100’0l (100’0l [100°0] [100°0] [000°0]
wsP000  5xxE00'0  xxkP00'0  wkb000  wekl000  wnel000  xx4S000  xxxG000  xx€000 k9000 wekl000 G000 4xxS000  5xx200°0  (QZISXRJADUL . SAMA “Med . ISIA
[€20°0] V0] [120°0] [120°0] [zzo'o] [zzo'ol [zzo'0] [020°0] [zg0'o] [€20°0] (520°0] 1920°0] [€20°0] [zzo'ol
TP 1= anaBSS T wwBIET  wOL€T  wOPLT s POT- waaBPI - waabZG T wxx@0ET wxx906' T sk [€8T  walVO L~ wwabBS - wwal9L'T souelsIq
1222°0] [L16°0] [612°0] 12z9°0] 1599°0] l6¥2°0] [229°0] [€79°0] l621°1] (569°0] (7080l 1568°0] 12zLol 1829°0]
«9L6'T 8v8°0 0ST'T WVEET  waabEOT £55°0 w189 T 4xeB68'C S09°0 wlTF T axalT8T  wxdbV6T 88T 208°0 (EZISXRI)U] . SIMA Jounied
910 96 10 €10 e 1o 010 600 800 200 900 900 700 €00 :Ansnpug
(29} (€D (en (1D (on (6) ()] ) ) 9 (2] (€ @ (D (VAQu[ :9]qetieA yuspuadaq

VAd - A)1ae13 [9Ad]-Ansnpu] 1V 9[qeL

66



‘A[9A1I09dS3I [9AI] %0T PUR G ‘T AYI J& dOUBIYIUSIS 9JBIIPUI ,, ‘4 “ssse "SIOOBIQ UI SIOIID

pIepue)s 1snqoy ‘samsnpur Jo uondrosap oyl 10§[gy]91qeL, 995 "UONEBWINSS Yok UT PIIAPISUOD ST ANSNPUT yoTym AJ10ads SIOpESY Um0 Y], "9[qerrea juapuadap

se Ay Suisn f1]uonenby 01 Surpiodoe parewnss a1e 9say ], ‘suoissaidal Aaeid ogroads-ATsnpur 9y} WIOIJ SIUIIOYJI0I PIIJ[IS UO SIIBWINISI $110da1 9[qe] YL, SOION
88°0 880 880 060 680 880 880 680 280 180 980 280 980 80 [t}
65102 £69'61 ¥85'61 LLT'0Z S91'02 £91'02 £91°02 L0202 6081 £51'02 628'61 60281 81102 592'61 'sq0
[100°0] (20070 (200°0] (100°0] [100°0] (100701 (100°0! (100°0] [200°0] [100°0] (200°0] (200°0] [100°0] [100°0]
0000°  %ex0T00 46000 4saS000  4xs€00'0  £x2500°0 +200°0 000'0-  #xsS00'0~  4x900°0 P000  +ex6000 1000 «s9000  (QZISXRDUI , SIMA MBd « 'PUBT
1060°0] 162101 (960°01 ($60°0] [160°0] lotT°0l 1660°01 [zoT°0l [1v1°0] [z1rol 210l lzeT0l wirol 161170l
wOTT0"  walLT0- 9900 wxs€lE0"  neOET0  4xsOEE0- 6600  xBE90"  wuelPEI- I81°0°  x8E9°0"  wbTG0"  wBVED"  4uubS8°0- payoo[pueT]
[200°0] [£00°0] (200°0] [200°0] [200°0] [200°0] (200°0] (200°0] [£00°0] [200°0] (£00°0] (£00°0] [200°0] [200°0]
w1 10°0- Y000 4xs9000-  4x2£00°0- €000 «b000"  «xx800°0-  4xx900°0 46100 000°0~ €000 wsB0000"  4xe010°0- 2000 (BZISXBINU[ . SIMA MEd « TUOD
1290°0] (980°0] (5200 (0200 1590701 l£20°0] (9200 (990°0] 1620701 [20°0] (990°0] (180°0] 1690701 1290°0]
90T wxs0L6'0  wex@ll'0 wx0E8'0  weCll0 weSOTT  weaI0T wasllOT weelITT l960  wrb90T  wa€Z60  wws€ES0  waaEETT fim3nuoy
[100°0] [100°0] [100°o] (1000l [100°0] [100°0] (100’0l (1000l [100°0] [100°0] [100°0] (100’0l [100°0] [100°0]
L0000 wxxb000  5xxG00'0  «:x900'0  xxb000  wsB000  4xxl000  xxxl000 4555000 xx6000 k6000 w8000 4xel000  xxx6000  (QZISXRDUI L SAMC “Med « ISIA
1820°0] leg0’0] [920°0] [920°0] 1820°0] 1920°0] 2200l [920°0] [5€0°0] 1820°0] 1820°0] [zg0'o] [620°0] 1820°0]
oGOV T wxeBSGHT wxal9TT wexBSET wnbI8T ww099T weVlIT waa0SST anslO0TE wxxL6T wV68T waO89T  wnVELT aneBBLT- soueIsIq
[616°0] [1v0'1l 1968°0] (88L°0] [€28°0] 1828°0] l628°0] (10’0l ve1l [5v8°0] [526°0] lost'1) [¥56°0] 1868°0]
089°0 682°0- 852°0 026°0- w2l 780~ 2950 wxeEV6T 59’1 0520 «xxlS6T  sxxlFIE w026'T 8050~ (ZISXRIN)U] . SIMA JoulIed
910 1o 2t €10 [4¢] 1o 012 600 800 L00 900 00 700 £00 :Ansnpug
®D (€D @D an oD ®) ® () © © @) © @ m (AQU] 2[qeLreA Juspuadeq

AQY - f1ae13 [9A9[-AnIsSnpu] Gy 9[qeL,

67



‘A[9A1I09dS3I [9AI] %0T PUR G ‘T AYI J& dOUBIYIUSIS 9JBIIPUI ,, ‘4 “ssse "SIOOBIQ UI SIOIID
prepuesls 1snqoy ‘sarnsnpur jo uondrasap ayy HOQA_N||<_ 9[qeL 99S "UONBWIISI YOI Ul PaIapIsuod St Ansnpur yorym AJioads s1opeay uwmjod ayJ, d[qerrea juspuadap

se yA] Sursn f1]uonenbyg 01 Surpiodoe parewnss are 3say [, 'suoissaidar L1aeid oygroads-Ansnpur 9y} WIOIJ SJUIIIJO0I PIII[IS UO $91BUINSI S110daI 9[qe) Y, SOION
280 280 280 €80 €80 180 280 18°0 v2'0 080 080 8L°0 8L°0 080 [t}
vze'oz 11261 119'61 s1e'0z 98102 88102 861'02 622'02 28181 8102 15002 vEE'61 80202 291'02 'sq0
[100°0] [200°0] (100°0] (100°0] [100°0] [100°0] (100°01 (100°0] [200°0] (100701 (100°01 (100°0] [100°0] [100°0]
1000 w8000 49000  44xE00°0 #1000 1000 0000 10000 «xsQ000"  4xxP0O'0 €000 %0100 1000 «+6000  (OZISXRDUI , SIMA MeBd « 'PUBT
1690°0] lotT°0l 16200 (690°0] [190°0] 128070 [£20°01 (980°0] 1811°0] [¥80°0] [z1T0l [sot°0l 1880°0] [¥60°0]
2900~ €210 U0 w9ST'0-  wa9PT0- 1610 0ST0  wxsB8G0"  4xs0LO'T- 0200 wxsbV90" LV00-  «xaBLTO-  xxBSG0- payoo[pueT]
[200°0] (20070 (100°0] (1000 [100°0] (10070 (100°0! (100°0] [200°0] (10070 (2000 (200°0] [200°0] (10070
L0007 42250070 20000 sxsb000-  44Z00°0"  «xxP00'0"  4xx200°0- «2000-  +x:910°0- 100°0 G000 «xsS000"  4xxP00'0-  wxsb00'0  (QZISXRIUI » SAMA “Med « TUOD
[050°0] [020°0] (550°0] (2500 [¥p0°0l [550°0] (55001 (250°0] [020°0] (7500l (€500 (990°0] [z50°0] 18%0°0]
€790 wxxl9G°0  5xe96E0  werl8E0  wnSTFO weCEL0 we9090  wxx90S0  wxx92L°0  wxsSIS0 wiFBG0  waVBI0  wBOEO  4xx0E9°0 fim3nuoy
[100°0] [100°0] [000°0] [000°0] [000°0] [000°0] (100’0l [000°0] [100°0] [000°0] [100°o] (100’0l [100°0] [000°0]
V000 wxx€000  xexF000  wkb000 k9000 w9000 444G000  4xxS000  4xxE00'0  4xx9000 w9000 G000 4xsP000  xxxl000  (QZISXRDUI . SAMC “Med « ISIA
[€20°0] 1820°0] [zzo'o] (1200l [zz0°0] [€20°0] [zzo'o] [020°0] [z€0°0] [€20°0] [520°0] [220'0] [€20°0] [2z0°0]
oIV T awallGT- wxsb0ET- e 8ET- w069 T wwsOPI T waabEI T~ waalGT-  wmaBIET  wxel88T- wa€I8T  wafPI T~ wabBG T~ 4uuSBL'T- soueIsIq
[008°0] [5€6°0] legL’ol (1%9°0] [1%9°0] [192°01 1699°0] [z¥9°0] [661°1] [¥69°0] lotg’ol (868°0] [g52°0] 1869°0]
21T 950'1 98E'T wGEST  wweSSIT 1160 066’1  wsBVV'F 9zr'l VIV T waeBl0S sxa9E8T  xxx600C 8L'0 (ZISXRIN)U] . SIMA JoulIed
910 1o 2t €10 [4¢] 1o 012 600 800 L00 900 00 700 £00 :Ansnpug
((29] (€D (2D (1 (on 6) (€] ) 9 ()] ) (€ @ (D (VAU :9]qeLIeA 1uapuada(

VA - A1aei3 [9A9[-Ansnpu] :9y 9[qeL

68



‘A[9A1I09dS3I [9AI] %0T PUR G ‘T AYI J& dOUBIYIUSIS 9JBIIPUI ,, ‘4 “ssse "SIOOBIQ UI SIOIID

pIepue)s 1snqoy ‘sarmsnpur Jo uondrosap oyl 10§[gy]91qeL, 995 "UONEBWINSS Yok UT PIIAPISUOD ST ANSNPUT yarym AJ10ads SIOpESY U0 Y], "9[qeriea juapuadap

se D4 Sursn [fluonenby 01 Surpiodoe pareuInss are 9say], ‘suoIssa1dar Aaeid ogroads-AnISnpur 9y} WIOIJ SYUIIIJO0I PAIII[AS UO SIBWINISI $110daI1 9[qe) YL, SOION
€80 €8°0 £8°0 80 280 280 280 280 €0 080 080 720 LL0 LL0 [t}
65102 £69'61 ¥85'61 LLT'0Z S91'02 £91'02 £91°02 L0202 6081 £51°02 628'61 60281 81102 592'61 'sq0
[100°0] [100°0 (100°0] (100°0] [100°0] [100°0 (100°01 (100°0] [200°0] (100701 (100°0 (100°0] [100°0] [100°0]
4200'0-  wxxl000 w000 4xxE00'0 0000 +200°0 10000~ «@000-  s900'0-  xxsP000 2000 xa0100  4xsP00'0-  «xsb000  (PZISXRIDUL , SIMA e « ‘PUBT
159001 [z1r0l 162001 (020°0] 1890°0] 128070 [v20°01 162001 [911°0] (580701 [901°0! (trrol 166001 188070
220°0- 8L1°0- SOT'0  wnslPT0"  waBET0  wxC8T0" w9610  wal8V0-  wnsPEQ'T 9600 xxs0BF0-  4xxEEE0- 910" «xxSEY0- payoo[pueT]
[200°0] (2000 (100°0] (1000 [100°0] (1000 (1000 (100°0] [200°0] (10070 (2000 (200°0] [200°0] [100°0]
w0100"  wab00°0-  «xx900'0-  4xxG000- 2000°  xx4€00°0"  «xxl00°0"  4xb000  skST0°0- 100°0- £00°0 20000 #xxl00°0- 1000 (PZISXRIN)UI , SAMA "Med « 10D
[050°0] (990°0] (950°0] (150°0] 1v00] [£50°0] (55001 (950°0] 1890°0] [¥50°0] (2500 (90°0] [150°0] 1850701
0890 wxslSS0  wkFBED  wOEF0 Q0P s PLO wkel8S0 wasB090  wxxE69'0  wxxl8F0 €090 weaG0S0  4s0BL0  4xx8E90 fim3nuoy
[100°0] [100°0] (100’0l [000°0] [000°0] [000°0] (100’0l [000°0] [100°0] [100°0] [100°o] (100’0l [100°0] [100°0]
G000 wxx€000  xex€00'0  w:xS000  wexl000  wekl000  4x4G000  xxxS000  «xxE00'0  4xx9000 w9000 w9000 4xeS000  xxx900°0  (QZISXRDUI . SAMC “Med « ISIA
[120°0] 1520°0] (120’0l [020°0] [zz0°0] [0z0°0] [0z0°0] (120’0l [z€0°0] [€20°0] [€20°0] (2200l [€20°0] [€20°0]
wrBPS T aneB9G T wxsBBET- wxbOV T €981 wna€OLT-  was0ZLT- waa09ST-  4as08TT wxxb66 T~ sk [6 T w00LT-  wsOIL T~ 4uuB9L'T- soueIsIq
1982°0] le88°0] [zs2°ol (1s9°0] [tezol [6€2°0] [589°0] [¥89°0] 1802'1] (2ol [£62°0] [rE0') [z18°0] 1252°0]
1260 A 219°0 8190 #xaSSIT 005°0- 020'T  #xxBES'E £88°0- W9BTT  wwsSLV'E  w€80°E 9EE'T 809°0 (ZISXRIN)U] . SIMA JoulIed
910 1o 2t €10 [4¢] 1o 012 600 800 L00 900 00 700 £00 :Ansnpug
®D (€D @D an oD ®) ® () © © @) © @ m (Oad)ui :2[qe1res yuspuadaq

Ndd - A1ae13 [9A9]-ANISNpU] 12V 9[qe],

69



	Introduction
	Literature
	Identification strategy 
	Container ships and deep-water ports
	Identification 
	Gravity specifications and data
	Gravity estimates 
	The role of global value chains 

	Trade and income
	Baseline results
	Channels
	The role of global value chains

	Robustness 
	Conclusion
	References

